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ABSRTACT

Education as it's often said is the ‘King of alldwmledge’. In its yard are high
expectations of academic performance which is wBgr to the heart of all and
sundry. Hence, any variable that triggers the ao&deerformance of students

evoke the awareness of all.

The aim of this thesis is to review analyses of phgation of Generalized
Estimating Equation (GEE) Models on Academic Penfamce”. There are various
statistical and mathematical models employed inatinelyses of students’ academic
performance in different level of schools. In thisesis, we formulate the
Generalized Estimating Equation (GEE) model apgro&c analyse the probable
performance of students knowing his gender, engg @to the school, the
geographical location of students, as well as Gideleel of former School attended.
We used real data set of students’ Semester Welighterage (SWA), and back
these with validate and reliable questionnaire alsbudents personal information

(on their Biodata response) for a complete data set

From our analyses, Coefficient Estimation of thedgtParameters reveals that, only
the geographical location of students is significamd hence affects their academic
performance. We recommend that Mathematics Edutatiould be strengthened in
the Northern belts regions of Ghana. We also recenahiurther research to check
individual differences existing among the studehtg may account for differences

in Academic performance in Institutions.
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CHAPTER ONE
INTRODUCTION

1.0 Overview

This chapter gives a background of the study, st of the problem, purpose of
the study, objectives and hypotheses guiding thedyst methodology and
significance of the study. In addition to these laretations as well as organization

of the study. The chapter concludes with it summary

1.1 Background to the Study

Education is a complex process and many factoecttlror indirectly affect school
outcomes and students academic achievements. ésil, iit is difficult to properly

define the major factors influencing students' acéiment.

Students’ academic performance, whether good orabadccounted for by certain
identifiable variables which need to be testeddetter confirmation whether truly,
this affect students academic performance witpaeisto their SWA scores. The
preliminary investigations of some researcherseirtbid to find out whether there
exist certain variables affecting academic perforcea indicate a positive
relationship between students’ achievement in nmastties and home background
variables such as “parents’ level of education”thamatics students and their SHS
background, gender, fee paying status, loan fishragsistance, literacy status of
students, choices of students’ optional coursed, atitudes of students towards
mathematics. Furthermore, the relative effect @& thdex of socio-demographic
factors such as age, gender as well as self-comnaféptt students’ academic

performance as well in mathematics, (Papanasta2if?)



In the same way, students “who come from a famlyaiparticular geographical

location may perform better and have their SWA higtated. The mathematics

Achievement score of some students with respecth&r Semester Weighted

Average (SWA) may be attributed to personal atégideveloped towards the study
of Mathematics. Moreover, some investigations edrby researchers indicated that
students who have positive perceptions or attitudesards mathematics showed
better achievement in both mathematics and scifiieenanesh, 1997). Whether a
student views herself or himself as a strong orkwesson in a specific subject may
be an important factor in his or her academic aameent. (Stodalsky et al, 1991)
mentioned that students develop ideas, feelingsadtitddes about school subjects

over time and from a variety of sources.

Instruction in school settings provides one impartand regularly experienced
context in which ideas and perceptions about stlbjeatters as well as other
cognitive and affective outcomes can be shaped.efveéonment that nurtured the
child can have influence on the child’s developmamd willingness to embark on
Education. In the cities, the track of educating tthild has become highly
competitive among neighbours In a particular geplgical location. These
environmental effects may come from extra-pareinfalences, such as peer groups
and social pressures. When this is realized, écéf children preparedness to meet
the competition ahead, and hence affect his oremadperformance when they

reach the Universities, (Papanastasiou, 2002).

Researchers (Frize et al., 1983; Weiner, 1985) shotlhat attributions influence
students’ achievement. Students often attribute th#&comes to variables like hard

work, good luck and natural talent. Even thougldstus may attribute their failure



or success to the afore-mentioned variables, tfugtefthat they make in order to
learn mathematics at school or do assignments plpldewve an effect on their

academic performance achievement.

There is therefore the need to investigate intaraalyses of students performance in
Kwame Nkrumah University of Science and TechnoldgdNUST) similar to
abundant research carried out in this field to foud whether or not, a significant
effect of certain variables such as age, gendemgrgehical location of students as
well as Ghana Education Service (GES) graded lefv8enior High School (SHS)
students attended have adverse effect on studerddemic performance in
mathematics. These concepts in various multipléalbbes are related to KNUST
Mathematics students’ Semester Weighted AverageA)S¥dore which the study
seeks to investigate. Some of these multiple visaimay be student’s gender, age,
and geographical location of students as well axlept level of formal school

attended and perception of students towards matiensaudies.

The use of Semester Weighted Average (SWA) is hewean academic assessment
tool used for striking the academic average perémee of students achieved in his

or her placed institution’.

1.2 Statement of the Problem

The academic performance of students in everytutistn is the concern of all and
sundry; especially parents, stakeholders, teadbetnsfers, the government and
among others. Due to this conceptual viewpoint, @mestraining variable that might
affect the performance of these students in tgriiastitutions throws a concern of

which people are interested to find the cause #edteof the issue.



Many reasons have been attributed for the ratecaflemic performance (whether
negative or positive trend) in our tertiary indfibms. Some people trace the cause
rate to student inability to comprehend the pritespof Mathematics. Others are of
the view that the abysmal performance is due talddacurriculum (there is too

much to be taught within a short time) and amormg et

There is the need to explore our investigatiofirtd out the extent at which socio-
demographic factors (such as age, gender), gedgedgbcation of students, and
former school attended also have effect on studeocéslemic performance. The
peculiar nature of mathematics and the rate at lwithese factors could affect
students’ SWA scores have led to the research@arnhlysis of the performance of
University students in KNUST Mathematics Departmeantrelation to students’

gender, age, geographical background location aaded level of former school

attended. The study however sought to find out hdrethese socio-demographic

factors also affect students Academic performandkeir SWA scores.

1.3 Objectives

The study will seek to examine an analysis of ttexdamic performance of KNUST
Level 400 Mathematics students admitted in the 28€&lemic year in relation to
certain corresponding variables influencing thedrfprmance. The general aim of
the study is to use Generalized Estimating Equa{@BE) model analyses to
compare the means of the identified variables @ffgd¢he performance of students
with respect to the academic performance in tlespective SWA scores. The study

however has the following as it specific objectives



1. to fit Generalized Estimating Equation (GEE) famdf models under
different working correlation assumptions to congptire means of students’
Semester Weighted Average (SWA) in relation tortiseicio-demographic
factors (such as gender, age), geographical lotaitd graded level of

former school attended.

2. to investigate whether these factors have effectsaments’ academic
performance relating to their Semester Weighted rage (SWA) scores

achieved in the University.

1.4 Methodology

A focus on the methodological review of Mathemadtstatistical tools that are
relevant to the analyses of the various data gatheere used. Basically, the study
seeks to use Generalized Estimating Equation (G&ifi)y of models, an extension
of Generalized Linear Model (GLM) which takes imtansideration Marginal

Models for Longitudinal Data for the study.

The following statistical softwares such as, SP8SMinitab version 14 and SAS
version 9.1 were used. In addition, Semester egldta of KNUST Mathematics

students were useful for the analyses.

1.5 Justification.

The study would afford students the opportunitybe aware of certain existing
variables that may have an impact on their acadgrerormance with respect
SWAs. Information gathered from results would imfiorstudents about their

academic performance based on certain factors.Waugd help fill the existing gap



in the research carried out in Ghanaian Univessitiethis area. In addition, it could
pave the way for more comprehensive research ormdhgarison of national and

international research findings on factors affegstudents’ academic performance.

The study would how ever be useful to authoritiesttie university. Authorities
would be alerted of these significant variablest thlays restrictions on students

academic.

The study would equally be helpful to parents talerstand the underlining cause
and effects of their children’s inability to meetrnable skills to successful semester

grades.

The University as a whole would find the study velet in keeping tracks of students
record in successful and failure records of gra@&/A), and embark on further

research on this in order to find a plausible sofuto the impending problem.

1.6 Limitations

Aside indisputable constraints such as financiall ime, other uncontrollable
constriction beyond the control of the researchay nmpinge restrictions on the
conclusion of the study. Some of these factors@seg to conflict the study may be
data-gathering instruments. In as much as the m&s®ma would minimized

occurrence of biasedness, unwillingness of respusd& disclose a validated

response to the given questionnaires could faletrue results of the analyses.

1.7  Organization of the study

Chapter one is made up of introduction, which cosgs the background of the
study, purpose of the study, statement of the proplresearch question and

6



hypotheses, significance of the study, and linotagi Chapter two highlights on
review of literature of ideas of different authevkose findings have been defined in
relation to the topic under study. Chapter thremises on methodological review in
the light of Mathematical Statistics tools that aedevant to the analyses of the
various data gathered. Basically, the study sezkis¢ GEE model for the analyses.
Chapter four deals with data analyses. In the samg chapter five consists of

summary, conclusion and recommendations.

The project report however ends with referencesagpendices in supportive to the

researcher’s investigation.

1.8 Chapter Summary

The chapter gave an introduction to the thesisrtdpghlighting on issues relating
to background of the study, statement of the prabl@urpose of the study,
objectives and hypotheses guiding the study, melbgg and significance of the
study. In addition to these are limitations as vesllorganization of the study. The

chapter concludes with this summary



CHAPTER TWO
LITERATURE REVIEW

2.0 Overview:

In this section, there is a review of the work e¥earal authors concerning concept
definitions and various researches done to unctweracademic achievement of
students in the tertiary institutions. Researckesirical work and authors’ opinion

are looked at. Below are the focuses of the review.

The Concept Definition of academic performance, SWA

Study variables affecting students SWA

Academic Performance In Universities

The Grade Level and Background Of Students’ Seagrfsiehool Education

Gender issues versus Mathematics performance.

2.1  The Concept Definition of academic performance, SWA

Kenteyky Adult Education [KYAE] report oMManaged Application Fiscal Year
(MAFY, 2009-10)defines academic performance and retention asdeeps where
a student’s success in school is measured to detimw they stand up to others in
the same areas. Academic performance refers toshavents deal with their studies
and how they cope with or accomplish different sagkven to them by their
teachers. Academic performance is the ability tolstand remember facts and being
able to communicate what is learnt in successfuhmaa Most people know that
academic performance generally refers to how wstudent is accomplishing his or

her tasks and studies, but there are quite a nuaildactors that determine the level



and quality of students' academic performance”. g To them, Academic
Performance is measured in terms of “the percergnoblled students completing
educational levels”. Program’s Academic Performasdée ratio of total number of
students completing educational levels to the totahber of students enrolled in

educational programme.

Thus, the Academic Performance Index (API), isr@cess used in California to
determine the performance and growth of studentisérworld of academics to learn

educational facts.

According to Bell (2010) contribution in defininché meaning of academic
performance ireHow ( A eHow Contributor), he commented that, educational
institutions, success is measured by academic npeafoce, or how well a student
meets standards set out by local government andn8igution itself. As career
competition grows ever fiercer in the working worltie importance of students
doing well in school has caught the attention okpss, legislators and government,
as well as education departments alike. Althouglcation is not the only road to
success in the working world, much effort is maoedentify, evaluate, track and
encourage the progress of students in schools.nBacare about their child's
academic performance because they believe goo@madesults will provide more
career choices and job security. Schools, thougksted in fostering good academic
habits for the same reason, are also often inflegiy concerns about the school's
reputation and the possibility of monetary aid frgovernment institutions, which
can hinge on the overall academic performance efsthool. State and federal
departments of education are charged with improvsghools, and so devise

methods of measuring success in order to creats jié@ improvement.



In the past (from history), academic performances wien measured more by ear
than today. Teachers' observations made up thedfulke assessment, and today's
summation or numerical method of determining hovl westudent is performing is
a fairly recent invention. Grading systems came axistence in America in the late
Victorian period, and were initially criticized due high subjectivity. Different
teachers valued different aspects of learning nhgbly than others, and although
some standardization was attempted in order to rtrekeystem fairer, the problem
continued. Today, changes have been made to inedepdifferentiation for
individual students' abilities, and exploration @fernate methods of measuring
performance is ongoing. Some Universities use temeSter Weighted Average
(SWA) system whilst others employ the Cumulativad& Point Average (CGPA).
The use of SWA or CGPA is an academic assessmenuged for striking the
academic average performance of students achievhts ior her placed institution

(Bell, 2010).

Functionally, the tracking of academic performanfaélls a number of purposes.

Areas of achievement and failure in a student'sl@wéc career need to be evaluated
in order to foster improvement and make full usehaf learning process. Results
provide a framework for talking about how studefate in school, and a constant
standard to which all students are held. Performaesults also allow students to be
ranked and sorted on a scale that is numericaNyoals, minimizing complaints by

holding teachers and schools accountable for tmepooents of each and every

grade.

Considering academic Features, Performance in s@maloUniversities is evaluated

in a number of ways. For regular grading, studeetsonstrate their knowledge by

10



taking written and oral tests, performing preseaotst turning in homework and

participating in class activities and discussiofsachers evaluate in the form of
letter or number grades and side notes, to deshobewell a student has done. At
the state level, students are evaluated by thefomeance on standardized tests
geared toward specific ages and based on a sehmvaments students in each age

group are expected to meet.

In considerations to the said topic under discussibe subjectivity of academic
performance evaluation has lessened in recent yeatsit has not been totally
eliminated. It may not be possible to fully remosebjectivity from the current
evaluation methods, since most are biased towardests that respond best to
traditional teaching methods. Standardized tessnigest responded to by students
that excel in reading, mathematics and test-takengskill that is not in itself
indicative of academic worth. The tests reward afidearners, and give no chance
for kinesthetic or auditory learners to show ttadilities. The standardized test fails
to recognize students with learning and physicsdfdiiities that do not allow them to
complete the test in the same manner or amountinoé @as other students.
Evaluations from classroom teachers, though theye gihe most detailed
information, may still retain bias if individualféerentiation and learning styles have

not been taken into account.

2.2 AREVIEW OF THE STUDY VARIABLES

There are various rich literature on the factoet thfluence a students’ performance
in their first year of study. This study is howeveelimited to the following

variables:

11



2.2.1 Gender issues versus Mathematics performance

According to (Evans, 1999), the gender of the studk also important. “Overall,
females generally perform better than males, betethare exceptions in some

disciplines”

All of the research reviews support the hypoth#sas student performance depends
on different factor including gender (sex of thesom). The findings of research
studies focused that student performance is aflebie different factors such as
learning abilities because new paradigm about ilegrassumes that all students can
and should learn at higher levels but it should betconsidered as constraint
because there are other factors like gender, s#cém affect student’s performance.

(Hansen & Joe, 2000).

The performance of students on the module is rfettsd by such factors as age,
sex and place of residence but is associated wilhfigation in quantitative subjects

as evidenced in (Soyibo et al., 1998) report figdin

(Winston et al., 2002) focused on student’s impaige(his time-discount behavior)
that influences his own academic performance. Betwmale and females are
existence of patience perseverance and tolerancmeigting learning standards
especially on Mathematics. (Goethe, 2001) foundtbat weak students do better
when grouped with other weak students and are mirmale and female students
together in learning. As implied by (Zajonca, 19&alysis of older siblings, it

shows that students’ performance improves if threywdth the students of their own

kind irrespective of gender and age. There arendafiferent results by gender, as in

12



(Hoxby, 2000) result. (Sacerdote, 2001) found d&t tgrades are higher when

students have unusually academically strong rootesna

The results of (Zimmerman, 2001) were somewhatradidtory to (Goethe, 2001)
results but again it proved that students perfooeatepends on number of different
factors, it says that weak peers might reduce tlaeles of middling with strong
students. (Gur et al., 1977) explained that somin@fpractices adopted by college
administration in higher education like residentialleges or organized study groups

also help to increases performance.

2.2.2 Age determinant variables

The age of a student has also been found to beriamioYounger students are more
likely to complete qualifications than older stutenn actual terms, but older
students generally outperform their younger counatés when controlling for full-

time and part-time study status (Scott & Smart,YJ0@ge, though, is correlated
with taking a gap-year. That is, a student age,tindreyoung or old (perhaps was
admitted on mature students entrance exams coasm®r can affect students
academic performance There are two other factaa hlave a large impact on
tertiary success; the level of study (certificadggloma, bachelors, post-graduate)

and study load that is coupled with students agg.li

Students who take some time off before startiniggigr study will generally be older
in their first year of study than a student whogoesses directly to tertiary study
after leaving school. Students who take a gap-ym#rperform students who

progress directly (Birch & Miller, 2007). The agkaostudent is also correlated with

13



maturity and motivation, which has been shown t@algmod predictor of academic

performance (Evans, 1999).

2.2.3 Geographical Location and background of studgs:

(Birch &Miller, 2007) an Australian study found thatudents from middle-level
socioeconomic communities performed better than efowsocio-economic
community students of the same ability level, whdurn performed slightly better
than higher socio-economic community students ef same ability level. They
suggested this was because higher socio-economitigfg disproportionately send
their children to non-government schools. Studi@gehshown that nongovernment
school students in Australia do not perform as veglluniversity as government

school students when school achievement is coattddir. (Birch & Miller, 2007).

Ethnic group is also sometimes associated with exoad achievement (Evans,
1999). The few Australian studies that have exaditiee impact of ethnic
background on grades have indicated only a smaléahon academic performance
(Birch & Miller, 2004). Australian students from md&nglish speaking backgrounds
have been found to have slightly higher grades #tadents from English speaking
backgrounds. This was attributed to there beingeatgr motivation to study at
university due to cultural factors that place anpiten on education (Birch & Miller,
2004). (Scott & Smart, 2005) showed that in NewlZe# Maori and Pasifika had
the lowest degree-completion rates, even afterstidp for various demographic,
geographical location and study related factorsmé&cstudies have found that
gaining entry to tertiary studies and students’sigéence and success in tertiary

study, are related to socio-economic and demogragtatus (Evans, 1999).

14



Some studies suggest that there are factors tteat aicademic performance that are
specific to minority ethnic groups and locationackground of students, and relate
to the interaction between the student and thetutisn. Among those factors are
isolation, alienation and lack of support (Aller®92), and perceptions of prejudice
and discrimination (Nora & Cabrera, 1996). Althoubbse studies refer in the main
to American students, institutional factors mayoabe playing a part in Ghanaian

context.

2.2.4 Grade Level of SHS Attended:

The factor that is most correlated with first yeéartiary students’ performance is
their previous academic performance in school. &itgJ who perform well in
secondary school, or even primary school, do welliraversity (Birch & Miller,

2004).

In Ghana, GES has categorized SHS according tolabildy of facilities,
geographical location, subjects offered and vaesnavailable to allow candidates
spread their choices so as to increase their ceaotéeing placed through the
Computerized School Selection and Placement Sy8§&S6PS). The intention is to
enhance students’ enrollment in schools withinrtlosin vicinity or geographical
location. Schools had been put into six categasfeBublic Senior High Schools in
‘A, to 'D', Public Technical/Vocational, Institatis under category 'T' and Private
Senior High Schools and Technical Vocational lngdi$ in category 'P'. A Candidate
is expected to choose a total of six schools, sitigsthat candidates would be
allowed to choose only one school from categoryalf a maximum of two schools

from category 'B'.
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Irrespective of students’ choices of school prefeeg the issue of entering the
school with certain italic characteristics whichnceorrelate, whether or not with
their academic performance in their Senior High dattplaced are however not

considered. (GES, 2009),www.modernghana.com/.../computer-selection-and-

placement-systemeviewed.html

Ghanaian schools apart from partitioning them stemes and levels can also be put
into day and boarding schedules based on facildieslable or the huge number
intake. Schools in the revolutionary days useditoday-school except higher levels
in the child education. Nowadays, boarding is eealieven from the créche, nursery
and primary, Junior High School (JHS), Senior H8fihool (SHS) and other tertiary
institutions. Some students begin their lifetimécding through the forefront of
boarding and hardly take in when placed in the dahool. Such entering
characteristic, when realized can adversely aBaaients focus in learning relative

to academic performance especially when they reathry level.

The qualification a student uses to enroll in @nsity also plays vital role in the
determination of academic performance. Other stutieve shown links between
students’ domain-specific knowledge acquired andlestts’ previous school and
their motivation to study a subject, which alsate$ to their course preference and
academic preparedness (Evans, 1999). The link wgeWer strongest for science

disciplines of which in a sense is an entry requnést into KNUST
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2.3 Academic Performance In Universities

As already mentioned in the afore discussion, ssoeevery school or institution is
measured by academic performance, or how well destumeets standards set out
by local government and the institution itself espky in educational institutions
such as the university. Certain factors, perhapgor® control, can impinge
restriction of students’ academic performance ittiigg a high SWA. For example,
Studies exploring the relationship between socimxigraphic factor and academic
performance have produced mixed results. A studySzhutte et al., 1998) found
that scores on a self-report measure of socio-deapbi: factor completed at the
beginning of the academic year significantly presticgrade point average at the end
of the year. In a study by (Pettijohn & Parker, 2)0there was a small, but
significant relationship between academic succassmeasured by grade point
average, and three out of the five factors witle ttilized emotional intelligence

scale utilizing the (Goleman, 1998) scale.

Understanding the causes and effects of variouss waywhich performance is
altered is an important element of Intelligence tam (IQ). (Rode et al., 2007)
continued by including the research of (Mayer &dsaly, 1997): individuals with a
high level of intelligence are able to direct pesitambitions to uphold the energy
needed for high performance over long periods ofetiin University learning
environment. Thus, (Rode et al., 2007) reasonddrbasiduals with high emotional
intelligence would perform better academically. pitss their prediction, emotional
intelligence was not significantly associated wgtade point average of what others
term Semester Weighted Average (SWA). However, tiidyfind an interaction of

intelligence with conscientiousness explained uaiquariance in academic
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performance (cumulative GPA), as well as publicakpegy and group behavior

effectiveness.

24  LONGITUDINAL DATA AND MARGINAL MODELLING

In the 1980s, alongside development of MRMs and €Pir incomplete
longitudinal data, generalized estimating equati@®EE) models were developed
(Liang and Zeger, 1986). Essentially, GEE modeterek generalized linear models
(GLMs) for the situation of correlated data. Thtlgs class of models has become
very popular especially for analysis of categori@adl count outcomes, though they
can be used for continuous outcomes as well. Oiferelice between GEE models
and MRMs and CPMs is that it uses quasi-likelih@stimation, and so the full
likelihood of the data is not specified. GEE modais termed marginal models, and
they model the regression of y on X and the withibject dependencei.g., the

association parameters) separately.

As noted in (Fitzmaurice et al., 2004), “the termarginal in this context indicates
that the model for the mean response depends ontlgeocovariates of interest, and
not on any random effects or previous responsds.’statistical terms, these two
parameter vectors are assumed to be orthogonacto @her; GEEI is the class of
models that is most commonly found in statisticzftvgare implementations, some

of which are reviewed in (Horton & Lipsitz, 1999).

Subsequent to the development of the GEEI classaifels, GEE2 models were
developed that do not make this separation of #gression and association
parameters. In other words, GEE2 does not assutinegonality of these parameter

vectors. GEE models will refer only to the GEEIsdaf models. GEE models have
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important differences from MRMs, and these are \geHcribed by several authors

(Burton et al., 1998; Diggle et al.; Zeger et 4986).

2.5 GENERALIZED LINEAR MODELS (GLMS)

Before describing GEE models, it is useful to rewvigeneralized linear models
(GLMs), since GEE models can be viewed as an extertd GLMs to the case of
correlated data. GLMs represent a class of modhelsare used to fit fixed effects
regression models to normal and non-normal dataCiMagh & Nelder, 1989)
describe this class of models in great detail anidtput that the term “generalized
linear model” is due to (Nelder & Wedderbum, 1974&ho indicated how linearity
could be exploited to unify several diverse stat#ttechniques. The essential idea is
to treat many types of regression models, whicfedgrimarily in terms of the type
of dependent variable they model, as special cafsasingle family of models. The
dependent variable is assumed to come from the ofadistributions known as the
exponential family, and common GLM family memberslude linear regression for
normally distributed dependent variables, logistegression for dichotomous

dependent variables, and Poisson regression foit€ou

Under the identity link, the expected value of thependent variable is simply a
linear function of the explanatory variables muiégd by their regression
coefficients. For dichotomous outcomes, logistigression is applied (Hosmer &

Lemeshaw, 2000)

GLMs are fixed effects models which assume thablbdlervations are independent
of each other. Thus, they are not generally appatgpfor analysis of longitudinal

data. However, they can be extended to accounthi®rcorrelation inherent in
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longitudinal data, and this is what Liang and Zedjerin developing GEE models,
(Liang & Zegger, 1986). It should be noted thateotmodels may be described on
mixed-effects logistic and Poisson regression. #hatso represent generalizations
of GLMs by including random effects, and thus repré generalized linear mixed
models (GLMMs). GEE is a different kind of genezation of GLM than that

provided by GLMMs.

2.6 Chapter summary:

This present study reviews other related literatumethe topic with respect to the
variables under consideration and looks at a nurabéhne factors explored in the
literature researched as summarized above. AcadeRecformance (AP)
achievement at school could be related to age,ege@ES grade level of students
SHS background geographical location of the stu@antuding within ethnic group
distinctions). The socio-economic rating of thet lascondary school attended is
included — this is a proxy for the socio-econontanging of the student’'s Academic
performance of first-year bachelors students atvarmsity. The timing of the
progression to tertiary study — whether the studeant directly after leaving
school, or took a year off — is also included. Gandvhether the student studied
intra- or extramurally, and whether the studendis full-time or part-time, are
considered, and controlled for. Age is not con®deseparately because this study is
restricted to a narrow age range, and within thage, age is correlated with the

timing of progression.

20



CHAPTER THREE

METHODOLOGY .
3.0 Research Design:
The research study is descriptive study and ther rdasign used was descriptive
sample survey, which is mainly concern with thecdpson of some existing
phenomenon about the academic performance chassicterof students in
Universities relative to their academic averagees@o SWA. The researcher chose
this for the study because he considered it tohkentost appropriate one for the
investigation. This is to help make a generalizatimsed on the fraction of the

population sampled in the case study.

However the mathematical Methodology that was eggzofor the study was
Generalized Estimating Equation (GEE) model eMaginal Model Longitudinal
(MML) data approach since the variables under st@yMultivariate with two or

more dependents and independents variables.

3.1 Population:

The target population involved a census populatiball Level 400 students in the
KNUST Mathematics department in the Ashanti regbiGhana. The total number
of Students’ population mount to approximately 18t of these, the completed
students SWA track records used for the study w26ewith 97: 28 male and female
ratio respectively. The researcher deems it ap@igpto target population sample to
only KNUST Mathematics students as a case studyorfgnhe Level 400 students,

105 are males whilst the rest of 34 are femaleioijeMathematics.

3.2 Sample and Sampling Procedure:
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The entire population of MATH IV (2010/2011 academyear was obtained from
the exams office. A census sample size of 126 Madlies students was sampled
from Level 400 students in the Mathematics Depantmior the study. The
researcher considered Level 400 students admittecthie University in 2006/2007
academic year based on their series of Semesterirat@on relatively covering the
whole requirements for their degree programme. Tisy have experience to share

as far as various variables that affect their S\WAancern.

3.3 Research Instrument:

(Amadehe, 2002) and (Kerlinger, 1974), concludeat duestionnaire is one of the
best instruments procedure in descriptive desigregearch. “Questionnaire, when
widely used for collecting data in educational egsk and if developed to answer
questions is very effective in securing factualomfation about practice and
conditions at which the respondents are presumetiaiee knowledge and for
inquiring into the opinions and attitudes of thebjset under study”. (Kerlinger,

1974).

Thus, questionnaire was used in addition to thstiexg data of students SWA record
to inquire opinions from students on their perceptiiew about factors (variables)
they think affect their performance in Mathematiteere were 15 question items
consisting of close and open items, structuredwargdructured ones. The preamble
of the questionnaire dealt with instructional aleds to students. The questionnaire
were put into four (4) sections from A to D withclasection having a treatment of
inquiring about at least a study variable of stiuslém correspondence to the research

question/hypotheses.
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Questionnaires were organized to solicit infornmatimm students on the extent to
which the researcher variables of interest affeetrtAcademic Performance (A. P.).
Respondents were instructed to tick][ the options from the appropriate boxes the
one that deemed supportive to each statement adreee the appendix one (A) of

the project report.
34 Administration of Instrument and Data Collection Procedure:

The questionnaire was the main instrument admieidteBefore the administration of the
instrument, it was given a face validation by thpesvisor of this study. It was then piloted
in a different Department in the same UniversitlyisTwas to find out if it could demand the

needed information in correspondence to factoectffg their performance.

All questionnaires were successfully collected ttutsng 100% of the total
samples. The questions were however answered wdllcantributed immensely

towards the statistical analyses of the projeabmtep
3.5 Data Analyses:

The data collected were edited for consistency. research results were presented
in the form of frequency distribution tables whisfas later translated into matrices
computational form to calculate determinants, dofi@; inverse and further
solutions. Display of charts and graphical display®wing the frequencies of
responses to the research questions and SWA wevenshihis played a contributive
factor in description of the observed results ussmgple percentages (%) and

analyses of GEE family of models as discussed apih four (4) hereafter.
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Since the study sought to find validate significalifference between students
academic performance and existing variables (agy@ley, geographical location and
graded level of former SHS status student attend@dneralized Estimating
Equation family models (comprising GEE-Independengxchangeable,
Autocorrelation and Unstructured models) were supg in the analyses.
Microsoft Excel version 2007, SPSS version 16, Kiniversion 14 and SAS version
9.1 statistical software were used to analyze #ta dnd further statistical analyses

and conclusion made leading to the outline andlasian of the project report.

3.6 MARGINAL MODELS FOR LONGITUDINAL DATA

Generalized estimating equations (GEE) models wdeweloped by Liang and Zeger in the
1980s, alongside development of MRMs and CPMsrfoorinplete longitudinal data, (Zeger
and Liang, 1986). Essentially, GEE models extentbg#@ized linear models (GLMs) for the
situation of correlated data. Thus, this class oflels has become very popular especially
for analysis of categorical and count outcomesughothey can be used for continuous
outcomes as well. “One difference between GEE nsoded MRMs and CPMs is that it
uses quasi-likelihood estimation. GEE models amed marginal models, and they model
the regression of y on X and the within-subjectaeence {.e., the association parameters)
separately. As noted in (Fitzmaurice et al., 200#He term marginal in this context
indicates that the model for the mean responsendispenly on the covariates of interest,

and not on any random effects or previous respdn@é¢sdeker & Roben, 2006)

(Diggle et al., 2002) introduce the topic of longiinal data. Traditional data analysis
depends on the assumption of independence. Datokeeted and analyzed, and inferences
are made. Longitudinal data must address issussngforal correlation, along with small

numbers of independent (usually) subjects. Methitzd®loped for dealing with these types
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of data are borrowed from traditional data analydisndependent data, and time series

methods.

Correlated data can arise from situations such as

1. longitudinal studies, in which multiple measuremsesre taken on the same
subject at different points in time (e.g. studeSW&A scores across seven
semesters in their four.year academic-track-regords

2. clustering, where measurements are taken on sasbjjeat share a common
category or characteristic that leads to corratatio

The following sections describe the models devealdpeanalyze longitudinal data such as
students AP achievements from seven (7) semestemsldation to their boidata response

(such as age and gender), geographical locatiogi@udd level of former school.
3.7.1 GENERALIZED LINEAR MODELS (GLMS)

GLMs were developed as an extension to linear nsodel allow for more complex
relationships between the response and the explgnadriables, e.g. binary or count data.
Generalized Linear Models have three main compenemtfamily or distribution (the
exponential family, including all the standard disitions used in GLMs), a linear predictor

and a link function. Instead of having

E(Yy) = =x:8 we now have

E(Yi) = W andg() =5 =x. (3.1)

whereg(.) is a monotone link functioifhe main assumptions involved with GLMs are as

follows (Hardin & Hilbe 2001):

» that theYit's are independent (i.e., uncorrelated),

« that the variance functiovi () is correctly specified,
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» that the dispersion paramet2iis correctly specified (i.e., is equal to dioe
Binomial and Poisson data), and,

« that the link functions is correctly specified.

Linear models are a special case, when the limctfon is the identity link and the
distribution is normal. For the Poisson distribatithe natural or canonical link function is
the log link. GLMs do not assume constant variarmé, assume that there is a known
relationship between the mean and variance. Treyadsume linearity on the scale of the
link function. GLMs solve the problem of non-normaland non-constant variance. Before
describing GEE models, it is useful to review gatieed linear models (GLMs), since GEE
models can be viewed as an extension of GLMs toctse of correlated data. GLMs
represent a class of models that are used toditi feffects regression models to normal and
non-normal data. (McCullagh & Nelder, 1989) deseribis class of models in great detalil
and point out that the term “generalized linear etbds due to (Nelder & Wedderbum,
1972), who indicated how linearity could be exmditto unify several diverse statistical
techniques. The essential idea is to treat mangstygf regression models, which differ
primarily in terms of the type of dependent vargatiiey model, as special cases of a single
family of models. The dependent variable is assutnexme from the class of distributions
known as the exponential family, and common GLM ifanmembers include linear
regression for normally distributed dependent \@eis, logistic regression for dichotomous

dependent variables, and Poisson regression fart€olhere are three specifications in a

GLM. First, the linear predictor, denoted/asof a GLM is of the form

¥

wherex , is the vector of explanatory variables, or covasafor subject with fixed effects
S. This first step indicates a linear predictir which is based on covariatexs and

regression coefficients. The covariates irx; can include continuous repressors’, dummy

26



variables, interactions, polynomials, etc. Thenlink function g(.) is specified which

converts the expected valyeof the outcome variablg (i.e., u; = E[v;]) to the linear
predictor.
g (M)=x;=m:
3.3)

For example, in ordinary multiple regressions, lih& function is called the identity link

since
g(¢; )=1; andso w; =1, 0r
Ex)= X8 = p = 1; (3.4)
Under the identity link, the expected value of ttependent variable is simply a linear
function of the explanatory variables multiplied Ibiyeir regression coefficients. For

dichotomous outcomes, logistic regression (Hosméeegeshaw, 2001) is a popular choice

for analysis. This model is written as

Ply=1)

log [T,:i,-] =x.f (3.5)

wherey takes on values of 0 or 1. SinE&y; = 1) = E (¥;)= w; in this case, we see that it is
the logit linkg(u;) = log——] which relates the expected value of the outcomiabie to
1T

K
{1—

the linear predictor.

Similarly, the Poisson regression model (Camerodrrig&edi, 1998), which is used to model

count data, is written as the probability distribotgiven asf(y; 1) = J fory >0 or

written in a form to make it comparable with Eqaat{3.5), the log-likelihood becomes

o Viegip)
logil) =

—log (v1)

The denominator of 1 refers to the dispersion patarg of Equation 3.7
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u = Exp(x[f)  Or
log(ws)= x!5, (3.6)
which shows that it is the log lird(u;)= logy; that is used for Poisson regression. So far,

we've specified what the covariates are and how tledate to the expectation of the
dependent variable. In a GLM, we additionally néedpecify the form of the conditional

variance ofy, given the covariates.

This is done as

V)= oviyn) = eviw) (3.7)
Wherev(;) is a known variance function ardis a scale parameter that may be known or
estimated. For example, for ordinary multiple regren-{1.;) = 1 andw would represent the
error variance(i.e., @ represents the variance of the conditional nornistridution of y

givenx ') which is estimated. For a dichotomous outcomeB#mmoulli distribution specifies

vipg) = wi(1 = u;) (3.8)
andw is typically not estimated but set to 1 in theiloady GLM. An exception is for
models that allow over- or under-dispersion, inchhtases is estimated. For a count
outcome, the Poisson distribution specifies thattiean equals the variance, and sfu;)

= u; , where agaim is set to 1(i. e., it is not estimated) in the usual GLM. We coadel that

the link function and variance specification usydkkpend on the distribution of the
outcome variable y. With these GLM specificatiomse can estimate the regression

coefficientss by solving the estimating equation
F ot - fﬂ'—'l' ' Tl —
Uig) = Z [6_5:) V) i—wl=0
i=1

(3.9)
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For example, in the ordinary multiple regressiardeis, we get the usual

(3.10)

for solution of the regression coefficiepts

As noted by (Wedderturn, 1974), the above estimatmgaton (3.8) depends only on the
mean and variance of y, and therefore the preésighbditional form for y is not necessary
for estimation of the regression coefficierfts In this case, solution of this estimating

equation provides what are called “quasi-likelinbestimates.

3.7.2 Quasi-Likelihood

All of the above GLM theory depends on choosingstributional form for the data (e.g.
Binomial, Gaussian or Poisson) and deriving a ililedd function with its resulting
theoretical properties. Often, though, the obsedagd do not correspond to any distribution
exactly, and so we cannot rely on the maximumdiliked function for estimation. For this
reason, an extension was developed - the quas$ihideel function, where only the
relationship between the mean and the varianc@eobbservations needs to be specified.

The quasi-likelihood functio® (yi; ;) is defined as:

AOTv, ) v —

dui W)

(3.11)

or equivalently

(Wedderburn, 1974) describes how estimation usiagimmum quasi-likelihood is directly
equivalent to estimating using maximum likelihoadthout having to rely on choosing the

correct distribution for the observed data. (Nel@®00) acknowledges that one of the most
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important quasi-likelihoods is that for the ovespirsed Poisson distribution. If the link and
variance correspond to a particular member of tkgomential family, then the quasi-

likelihood is equal to the likelihood proper.

3.8. GENERALIZED ESTIMATING EQUATIONS (GEE) MODELS

Let ¥;j; j = 1,..,n;, i = 1,...,k K represent thg** measurement on thg"* subject.
There aren; measurements on subje@nd¥. -, n, total measurements. Correlated data are

modeled using the same link function and lineadigter setup (systematic component) as
the independence case. The random component iskldEbby the same variance functions

as in the independence case, but the covariangetisie of the correlated measurements

must also be modeled. Let the vector of measurementthe i*® subject beY; =
i = [Yiq,..., ¥ 1" with corresponding vector of meams= [u,4, ..., i1;,;]' and letl; be an
estimate of the covariance matrix off;;. The Generalized Estimating Equation for

estimatingp is an extension of the independence estimatingtemuto correlated data and

is given by
k 3
E Lo —
= 3;? E .l .Iuiiﬁ}}

A basic feature of GEE models is that the joint distion of a subject’s response vecigy
does not need to be specified. Instead, it is ¢imyy marginal distribution of;; at each

timepoint that needs to be specified. To clarifis thurther, suppose that there are two
timepoints and suppose that we are dealing witbrairuous normal outcome. GEE would

only require us to assume that the distributiorygf and v;» are two univariate normals,
rather than assuming that; andy ;- form a joint bivariate normal distribution. ThusEB

avoids the need for multivariate distributions byyoassuming a functional form for the

marginal distribution at each timepoint.
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A related feature of GEE models is that the (cagware structure is treated as a nuisance.
The focus is clearly on the regression of y onrithiis regard, GEE models yield consistent

and asymptotically normal solutions for the regmsscoefficients 5{s), even with

misspecification of the (co)variance structurehsf longitudinal data.

Since GEE models can be thought of as an exten$iGiLMs for correlated data, the GEE
specifications involve those of GLM with one aduliti So, first, the linear predictor is

specified as
i~ x5 (3.12)

Where x;; is the covariate vector for subject nainat timej. Then we consider a link

function given as
g(k:j) = 15 (3.13)

is chosen. As in GLMs, common choices here aréddtity, logit, and log link for
continuous, binary, and count data, respectivehe \fariance is then described as a function

of the mean, namely,
V()= gulu;) (3.14)

Where, againy (u;;) is a known variance function a:giis a scale parameter that may be

known or estimated.

3.8.1 Specifying the Correlation Matrix

An important aspect of the GEE is specifying therfof the correlation matrixg; (a) = I,

an x n identity matrix. According to (Liang & Zenger, 1986he GEE approach yields a

consistent estimator gfs even wheng; is misspecified. For this reason, an independence

model is often used when the choiceRois not obvious. The most commonly used working

correlation are:
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GEE Independence modelndependent working correlation assumes that tiere
no correlation within the clusters of students’ SW#ores and the model becomes
equivalent to standard normal regression. Indepmel@ssumes that there is no
correlation within the clusters and the model beesmquivalent to standard normal

regression with the identity matrix |

1,j=k

C V) = _
orr (le yI,J k) {O,Ji k

OO O O O o O Bk
O O o0 o o+ O
o O o o+ O O
o O O r O O O
O O O O O O
o r O O O O O
R O O O O O O
I

GEE Exchangeable (Compound symmetryyorking correlation specification
allows for constant correlations between any twonf2asurements of the SWAs

within a subject for all the time points (across ffeven semesters)

1 p p p p p P

p 1 p p p p p

e p P 1 p p p p

Corr (yij,yn)={p’j¢k,p p p 1 p p p
p p P p 1 p p

p P -p p p 1 p

p-p p p p p 1

GEE First order Auto-regressive (AR-1)Autoregressive weights the correlation
within clusters by their separated time and hemceetation coefficients diminish for

further distances. Similar to exchangeable modetgquires only one estimated
parameter. For application of GEE models, one assuthat there are a fixed

number of time-points that subjects are measured at.
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Where

1 p p* p° p* p° p°
e 1 p p* p* pt p°
p? p 1 p p* p° pt
Corr(yij’yi+k):pk’ p® p? p 1 p p* p°
pt p* p* p 1 p p°
p° pt P> P p 1 p
p® PPt pt o pt op 1

Unstructured/Unspecified GEE model In unstructured working correlation
structure specification in GEE modeling, we assulifierent correlations between
any two measurements on SWAs for every studentsdxsetraints are placed on the

correlations. Every element of the correlation imas estimated separately.

1 Pu Pz Pu Ps Ps P
P 1 Doy Py Pos P Py
Pu P 1 Py P P Py
Pu P Piz 1 Pis Pis Pu
Psr Psz Psz Psa 1 Psg Ps
Psi Pe2 Pes Pea Pos 1 Pg
Prn P P Pu Ps P 1

1j=k

Corr(yi,Yix) = 3
(Y Vi) {,Ojk,Jik

(3.16)

(Zeger et al., 1988) also demonstrated tfiaibtained under the independence model is

relatively efficient. The additional specificatian a GEE model is for the “working”
correlation structure of the repeated measuress Working correlation matrix is of size

1n; % 1; because one assumes that there are a fixed nuimiiegointsn; that subjects are

measured at.
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A given subject does not have to be measured amh &line points; each individual's

correlation matrix®; is of sizen; x n;with the appropriate rows and columns removed if
n; ==n. It is assumed that the correlation matfx depends on a vector of association
parameters denoted Examples of the various working correlation struesubelow will
make this notion more concrete. These parameterse assumed to be the same for all
subjects. They represent the average dependencegatine® repeated observations across
subjects. The simplest form is that of independenamelyR; ()= | , which is 'n; % n,’

identity matrix. This form is equivalent to assumithat the longitudinal data are not

correlated.

The next simplest structure is to assume thatfate correlations irf; are the same, or
“exchangeable.” This exchangeable structure sgscifiatR(a)=7, namely that all of the

correlations are equal.

Another useful one parameter model for longitudinhata is the AR (1) structure, namely,

R(a)=¢ ' ~/'. Here, the within-subject correlation over time isexponential function of the
lag. For Toeplitz structurg(a)= g /;—;, If j—j'<m. andR.(a) =0 if j —j =m. Where

the fullest structure is = n—1.

3.8.2 THE GEE ESTIMATION (WORKING CORRELATIONS)

Defining A to be then; x n, diagonal matrix withV(u;;) as the;j** diagonal element, as
indicated above, we defing(a) to be then; x n; “working” correlation matrix (of then
repeated measures) for th& subject (i.e.¥; ). Then, the working variance-covariance

matrix for¥; equals

V(a) = pAIR(@)Ax 3.17)
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For the case of normally distributed outcomes \witimogeneous variance across time, we

get

Via) = ¢R.(a) (3.18)

For normal outcomes, Park (1993) extends this terbgeneous variance across time by

allowing the scale parametgr to vary across tim¢j =1, ... n).

The GEE estimator dfis the solution of

) BV@T (i — ) = 0
i=1

(3.19)
Wheret is a consistent estimate mfand D; = (Z—EI and hence, equation (3.18) becomes
5,JE R -
_.Ziﬁ) V@) b= wl =0
(3.20)

This is an extension of the estimating equationifor any GLM, which is given in (3.19).

Thus, the GEE solution can be seen as a natur@rgeration of the GLM solution for
correlated data.

Asan example, in the normal case, for equation (3ik9)
. Auy -
s Z.[?{;) V{y ) yi— wl=0
u; =X B (3.21)

Vid) =R, (d)

The solution for the paramet@rby makingp a subject) results in;
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Theseare quasi-likelihood estimates since the equatepedds on the mean and variance of
y. Solving the GEE involves iterating between the glikslihood solution for estimating

and a robust method for estimatim@s a function of. Basically, it involves the:
1. Given estimates &;(a) and g, calculate estimates gfusing IRLS.

2. Given estimates of, obtain estimates of: andg. For this, calculate Pearson (or

Standardized) residuals

vii—Hif)
—— LT Hy (3.23)

{[Vd) )
and use these residuals to consistently estimated ¢. Liang and Zeger 119861 present

the estimators for several different working caatieln structures. Upon convergence, in
order to perform hypothesis tests and construdid@mce intervals, it is of interest to obtain
standard errors associated with the estimated ssigre coefficients. These standard errors

are obtained as the square root of the diagonategits of the matrin/( ;5’ ) .The GEE

provides two versions of these:

1. Naive or "model-based" estimator
This is the GEE equivalent of the inverse of th&hEr information matrix that is often used
in generalized linear models as an estimator ofcthariance estimate of the maximum

likelihood estimator ofs.

V(F) =[ZL,p/(V"*)D] ! andfor D=X; becomes V)
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P v 4= -1
VE)=|ZE XV X

(3.29)
It is a consistent estimator of the covariance imafr5 if the mean model and the working

correlation matrix are correctly specified.
2. Robust or “empirical” or sandwich estimator:

The estimator
V(g) = Z M MMM (3.25)

is called the empirical, or robust, estimator @& tovariance matrix of. It has the property

of being a consistent estimator of the covariana&irof i even if the working correlation

matrix is misspecified, where

=

Mg = [ZD (771) D:-]

My = ) DI e= ) - 1) 77D,
i=1

1771
(8= | (Y DI oI
i=1
-1~ 1

D DI - ) 00— &) FRIx | Dl D)
i=1 i=1

(3.26)

Here, I/, denotes¥’, (a). We notice that if.= (; — &) (»;— &) then the two are equal.

This occurs only if the true correlation structisecorrectly modeled. Generally, we can

deduce thathe robustor “sandwich” estimator,which is due to (Royall, 1986), provides a
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consistent estimator of(5) even if the working correlation structuRya) is not the true

correlation ofvi

3.8.3 Generalized Wald Tests for Model Comparison

In order to interpret the group-related effects, emnpare these models statistically to
determine if the group by time interaction termgoistly significant or not. Because GEE
model parameters are estimated using quasi-likedihgrocedures, there is no associated
likelihood underlying the model. To compare the \ab@&GEE models, however, one can
construct a multi-parameter Wald test to test ¢ jnull hypothesis that a set g6 equal 0.

For this, we define g x p indicator matrixC of ones and zeros to select the parameters of
interest for the multi-parameter test. Hepeequals the number of regressors in the full
model (including the intercept) angl equals the number of parameters in the multi-
parameter test (i.ethe difference in regressors between the full aticed models). The

multi-parameter or generalized, Wald test then isqua

x? = f'C'(CV(B)C") Ch
(3.27)

which is distributed az? with q degrees of freedom under the null hypothesis. Tireep
symbol " indicates the transpose of the matrix or vectdneW&C is a 1 xp vector selecting

a single regression coefficiefit This will help test the hypothesis that:

3 == [ (ei H: 5; =f,), against the alternative that,:8; = £,
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8.9 SUMMARY

This chapter has described the methodological agprto the Thesis report. Emphasis was
laid on the research design, population and samptichniques as well as the GEE approach
for longitudinal data analysis. This approach laserl features which makes it particularly
useful and popular. Because it is a generalizatbrGLM, many types of dependent
variables can be accommodated within the GEE faofilmodels. As noted, GEE can also
be applied to other types of outcomes such as regmis, counts, ordinal, or nominal
dependent variables. For all' of these, GEE providegression estimates that are
“population-averaged” rather than the “subject #mEcestimates of the mixed-effects
regression models. These two types of estimateadgrterms of scale only for continuous

normal outcomes under the identity link.
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CHAPTER FOUR

DATA ANALYSES

4.0 OVERVIEW:

This chapter deals with a summary results of th&a dmalyses of Academic
performance on Students Semester Weighted Avef@\y&\| score and their socio-
demographic factor response variables such as gendmtry age,

background(Geographical Location of students), el as the grade level of former
school attended. The chapter however seeks to nbealata (students’ academic
performance based on Semester Weighted Average }SWiAg the Generalized
Estimating Equation model- GEE (with respect to tbar working correlation

assumptions specified in methodology.).

4.1 DATA COLLECTION

The consecutive students’ Semester Weighted Ave(8y€A) academic results
from (2008-2011) of final year mathematics IV swigeat KNUST for each
Semesters (i.e. seven Semesters) were obtainedobiamed SWA(S) scores were
also tallied with the responses of sampled queséwmes for the students, requesting
their gender, entry age, Grade level of formal sthattended as well as their
geographical locations. The data variables wer® asded in the Windows
Microsoft excel 2007, SPSS version 17 and the S&Sion 9.1 softwares were used

for the analysis.

The geographical locations of students were caisgmrinto four zonal belts

specifying their respective region of origin. Theselude the Northern Belt
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(comprising Northern , Upper East, Upper West Ragjiocoded as L1,
Middle/Central Belt (comprising Ashanti, Brong) waeded as L2, Eastern Belt
(Eastern, Volta) was coded as L3, and South/Co&st ( comprising Greater

Accra, Central & Western regions) were also codetda

Similarly, the graded schools were categorized iAtoB and C, from GES
specification. Grade A schools were coded as HegBaschools were coded as 2 and
grade C schools were coded as 3. In total, there W26 students’ complete records

sampled. Details of the analyses are discusseevbelo

4.2 EXPLORATORY DATA ANALYSIS

This section illustrates how graphical tools arnulds were used to explore the data
set. The research results were presented in the ddfrequency distribution tables.
Computed matrices of Pearson correlation coeffisiane shown. Display of graphs
showing the merged means of students SWA score mggpect to geographical
locations and former school attended are showrs plaiyed a contributive factor in
description of the observed results using simplegéages (%) and analyses of

GEE family of models

4.2.1 The Descriptive Data Analyses of the Study Viables

This sub section of the chapter highlights on tkscdptive data analyses for the
study with respect to the various study variab@sscriptive statistics are used to
describe the basic features of the data gathemmuh the study. They provide
summaries of the sample and the measures. Togeithesimple graphics analysis,
they form the basis of virtually every quantitatigealysis. The means being the

location parameter of the distributions, tell &tdbout the data when left in isolation.
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The standard deviation which remains the most commmeasure of statistical
dispersion, measures how widely spread the valudsidata set are from the mean.
The smaller the standard deviation, the closertlaedata points to the mean. The

larger the standard deviation, the less represeatabuld be the mean.

Table 4.1: The summary statistics of students SWAcsres over the seven

semesters
Variable N Mean (%) Std Dev - Minimum (%) Maximum (%)
SWA1 126 58.95 6.65 24.61 70.50
SWA2 126 57.42 6.67 41.79 77.74
SWA3 126 57.49 8.79 31.81 76.42
SWA4 126 58.80 7.60 37.67 77.84
SWAbS 126 W21 9.75 33.71 79.83
SWAG 126 60.27 &89 38.33 79.00
SWA7 126 203 4.60 45.98 73.66

From table 4.1 above, we observed that the minin®WWA score over all the
semesters is in first Semester with a score of124.6nd the maximum SWA score
over all the semesters is in the fifth Semesten wiscore of 79.83%. It can also be
inferred from table 4.1 that the mean SWA of 126lshts over the seven semesters
were almost similar (i. e. around the average @b &er the semesters). The small
standard deviation depicts how nearer the datatpaire to the SWA means. The

semester with the highest variation of SWA scors s&mester 5
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Table 4.2: Descriptive statistics analyses of theusly variables:

Variable Categories FrequencyPercentage Cumu Percent
(%)
GENDER Male 97 77.8 77.8
Female 28 22.2 100.0
TOTAL 126 100.0
GRADED School A 61 49.2 49.2
SCHOOL
School B 41 32.5 81.7
School C 23 18.3 100.0
TOTAL 126 100.0
GEOGRAPHICAL Location 1 (L1) 15 11.9 11.9
LOCATION .
Location 2 (L2) 47 38.1 50.0
Location 3 (L3) 33 26.2 76.2
Location 4 (L4) 30 23.8 100.0
TOTAL 126 100.0

We observed from table 4.2 that, out of the 12@lestis, 97 students were male

representing 77.8% and 28 female representing 22.2%

The graded level of Senior High School studenenated, whether Grade A schools,
Grade B and Grade C schools are specified in #aBldt could be observed that, out
of the total 126, 61 students (representing 49.28#%@nded a Grade A schools, 41
students (representing 32.5%) attended a GradehBokevhilst the 23 remaining

students (represents 18.3%) attended a Grade ©Ischo

Background geographical location of students webpect to whether they come

from the Northern Belt coded as L1 (comprising Marth, Upper East and Upper

43



West Regions of Ghana), Middle/Central Belt (cosipd Ashanti and Brong)
coded as L2, and Eastern Belt (Eastern, Volta) ¢d@elL3 or South/Coastal Belt
coded as L4 (comprising Central, Greater Accratevagegion) students have been
specified. 15 of the respondents representing 1T&e from the Northern part of
Ghana. 47 of the respondents representing 38.1%e daom the middle belt.
Similarly, 33 (26.2%) students hailed from the EastVolta belt whilst the rest

fewer 30 representing 23.8% came from the soutktabpart of Ghana.

The table below shows the Pearson correlation icosft matrix for the data.

Table 4.3: Pearson correlation coefficients matrix

SWA1 SWA2 SWA3 SWA4  SWA5 SWA6  SWA7

SWA1l 1.0000 0.19310.4985 0.2884 -0.0497 -0.0066  0.5179
SWA2 0.1931 1.00000.1986 0.2031  0.1465 0.2174  0.5830
SWA3 0.4985 0.1986 1.0000 0.1587  0.1092 0.2681  0.6577
SWA4 0.2884 0.20310.1587 1.0000 -0.0054 0.0708 0.4751
SWAS5 -0.0497 0.1465 0.1092 -0.0054 1.000 0.3927 0.5314
SWA6 -0.0066 0.21740.2681 0.0708  0.3927 1.0000 0.5949

SWA7 0.5179 0.5830 0.6577 0.475 0.5314 0.5949 1.000

It could be observed from table 4.3 that, somewjs& correlation coefficients are
weak (<0.5) (e.g. SWAL versus SWA5, SWAL versus $Va&s compared to the

others.

It could be seen from the lower triangular matrixtable 4.3 that, SWA7 records

stronger correlation with the other semester SWéas@npared to the others, i.e.
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0.517, 0.58, 0.66, 0.48, 0.53, 0.59 respectiveth BWA1-SWA7 as seen from the

last row and column of the Pearson correlation fameht matrix. There is some

evidence of correlation that exist in the data fitaivle 4.3

4.3 THE MEAN STRUCTURE FOR THE STUDY VARIABLES

This section of the chapter discusses the meaatsteufor students SWA score. The

means for all the SWA scores were merged to gegproximate means for

students’ former school attended and their geogcaplocation of stay.

mean structure for each Type of school

100
|

80
|

TYPE A
GES grade
A SHS

60

SWA scores

40

- JypeA

TYPE B
GES grade
B SHS

7 — N BEIB
""""" - TypeC
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|

TYPEC
GES grade
C SHS

T T T T T T T
1 % 3 4 5 6 7

Semester

Figure 4.1: A Graph of the Mean Structure for Each Type of Grad School.

From figure 4.1, it can be observed that the méawctsire for graded level of former

school attended with respect to their SWA'’s scasegpproximately uniform for the

three types of schools over semesters (i. e. ardbadaverage of 60 over the

semesters. See appendix E). The mean structur&véf &ores for type of school

seems not to be varying within and between ovee fjatross the seven semesters)
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SWA scores

on the average. This may indicate that, on theamesracademic performance based

on SWA score for the type of graded schools wemr@agpmately the same over the

mean structure for Geographical Location
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Figure 4.2: The Mean Structure for Geographical Lation of stay for Students

From fig 4.2, the SWA means scores for all the Gaplgical locations for all the

seven semesters were variably uniform. Students frocation 4 (L4) seems to have
a gradual increase of SWA scores over time (adlesseven semesters), L1 also
follows in the same way whilst Location 2 seeméd@ve a decrease in SWA scores

over time (semesters).

4.4 ANALYSES OF PARAMETER ESTIMATES FOR GEE FAMILY OF
MODELS

In Generalized Estimating Equation models, themetion of the model parameters
is paramount and is basically on the working catreh assumptions. In our
analyses, this section discusses an analyses @BHrparameter estimates based on
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the selected working correlation assumptions. Tets sf linear predictors were fit

to these data: a main effect model and a modeldnag) condition by linear time

interactions with the independent parameters. @hespresented in Tables 4.4 and

4.5 respectively. These clearly show the generglligative effect of time on

academic performance relative to students’ geoggapHocations and type of

graded school attended. The effect may seem to Vgrytreatment group.

Additionally, in preparation for the GEE analystee sub sections discusses the

working correlation matrix and (ordinary Pearsonrrelations for these four

respective assessments). It is generally advisablehoose a working correlation

structure that is similar to the structure of tlhs&rved correlations.

Table 4.4: Estimated Coefficies and Standard Errors for GEE Main Effect Models.

INDEPENDENT EXCHANGEABLE UNSTRUCTURED AR(1)
Parameter | Estimate Std Err Estimate Std Err Estimate Std Err Estimate Std Err
INTERCEPT | 59.421* 5.0234.311) 59074~ 5:.285.27 3) 59.420* 5.18244.311) 59.420* 4.3126.149
AGE 0.034  0.208.171) -0.034 0.21(0.213) -0.034  0.2000.171) -0.034 0.2133.169
GENDER O -1.180* 0.9130.968) -1.118*  0.9510.958) -1.180*  0.9180.968) -1.180* 4.9754.050
GENDER 1 0.000  0.00(0.000) 0.000  0.00Q0.000) 0.000  0.0000.000 0.000 5.1464.189
LOC 1 -3.601*  1.5131.289) -3.672*  1.3381.587) -3.604*  1.512(.289 -3.656* 1.320(.259
LOC 2 0525  0.960.845) -0.528  0.8661.010) -0.525  0.9627.845 -0.525 0.8523.80)
LOC 3 0572 1.0401.179) -0.572  1.16(1.101) 0571  1.0491.179 -0.572  1.1503.873
LOC 4 0.0000  0.00(D.000) 0.000  0.0040.000) 0.000  0.0000.000 0.000 0.0000.000
SCHA 1.175  1.1161.073) 1.176  1.14¢1.171) 1.175  1.115(.073 1.176  1.1243.929
SCHB 0.283  1.1721.130) 0.285  1.202(.231) 0.283 1.1721.130 0.283 1.1783.979
SCHC 0.000  0.00(0.000) 0.000  0.00Q0.000) 0.000  0.0000.000 0.000 0.0000.00Q

* Shows a parameter estimatg tas significant effects at 5% level of significa.

(.) Shows model based standard dstat err).
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Table 4.4 summarizes the computations for paramestimates for our GEE

working correlation assumptions (Independent, emgbable, unstructured and AR

(1) used for our analyses. The parameter estimidesthe four models are

approximately the same. A parameter estimatesishagterisked shows a statistical

significance effect of its estimation in the mo@el5% level of significance. The

standard error estimates for each assumption aoe ttve model-based and the

empirical based are given for each model. The stahdrror that is bracketed (.)

represents model-based standard error. All compuottare approximated to three

decimal places. Gender 0 and 1 represent male emdlé students respectively.

LOC represents geographical location of studen® $epresents a short-cut for

type of schools students attended.

INDEPENDENT EXCHANGEABLE UNSTRUCTURED AR(1)
Parameter Estimate Stand Err Estimate Std Err Estimate Std Err Estimate Std
Err
INTERCEPT | 59.941 5.155@3.85]) 59.941 5.1546.489 58.224  4.246%.182 60.518 5.100{.563
AGE -0.054  0.215§.140 -0.054  0.2159.213 -0.053  0.1729.203 -0.054 0.2133.169
GENDER 0 -1.369  0.9520.631) -1.369  0.9510.960 -1.369  1.0099.917 -1.368  0.9421.759

GENDER 1 0.000  0.0000.000 0.000  0.0000.000 0.000  0.0003.000 0.000  0.000(0.000
LOC 1 -4.180  1.734@.207) -4.180  1.733@.341) -4.183*  1.4532.053 -4.180*  1.6832.501)
LOC 2 1.327  1.3291.480 1.327  1.328(.546 1.387  1.0871.349 1.325  1.2571.679
LOC 3 -0.071  1.529(.618 -0.071  1.529(.689 -0.071  1.4451.472 -0.071  1.5231.830
LOC 4 0.000  0.0000.000 0.000  0.0000.000 0.000  0.0003.000 0.000  0.0003.000
SCHA -0.324  1.4891.700 -0.324  1.4891.780 -0.323  1.1001.559 -0.324  1.3951.929
SCHB -0.856  1.5171.800 -0.856  1.5171.881) -0.865  1.1661.641) -0.856  1.4312.037)
SCHC 0.000  0.0000.000 0.000  0.0000.000 0.000  0.0003.000 0.000  0.0003.000
TME*LOC 1 0.134  0.2714.3979 0.134  0.2719.350 0.134  0.1753.342 0.134  0.2514.44)
TME*LOC 2 -0.506  0.2881.369 -0.509*  0.2870.322 -0.509  0.208).319 -0.509*  0.2580.406
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TME*LOC 3

TME*LOC 4

TME* SCH A

TME* SCH B

TME* SCH C

-0.129  0.3410.413
0.008  0.377.416
0.360  0.307.379
0.303  0.3467.402

0.000  0.0000.000

-0.128

0.008

0.360

0.303

0.000

0.3410.369
0.3767.367)
0.3070.334
0.3469.359

0.0000.000

0.129

0.008

0.361

0.302

0.000

0.2179.356
0.2500.359
0.2049.326
0.2299.349

0.0009.000

-0.128

-0.008

0.360

0.303

0.000

0.313.460
0.3437.462
0.2763.429)
0.317q.447)

0.000.000

Table 4.5 also summarizes the computations -fornpetex estimates for our GEE
working correlation assumptions with respective etinmteractions (Independent,

exchangeable, unstructured and AR (1) the indepeneeiables with respect to

specific time points interaction across the sevenesters. The parameter estimates

for the four models are approximately the samefiothe assumptions. A parameter

estimates that is asterisked (*) shows a statlstigaificance effect of its estimation

in the model at 5% level of significance. The stdderror estimates (Std Err) for

each assumption are two: the model-based and theieshbased are given for each

model. The standard error that is bracketed (Dessmts model-based standard error.

All computations are approximated to three decipi@ates. The abbreviations follow

the same way as explained in table 4.4. The pdicgesub-sections discusses the

various GEE assumptions as spelt out from the apalfrom table 4.4 and 4.5

4.5 GEE MODEL FOR INDEPENDENT

Independent working correlation assumes more @ialag with correlation zero and

estimates the parameters within time points. Independence assumes that there is

no correlation within the explanatory variables dimel model becomes equivalent to

standard normal regression. The “working” correlatmatrix is the identity matrix

given below.
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Working Correlation Matrix for Independent GEE model

SWA1 SWA2 SWA3 SWA4 SWA 5 SWA 6 SWA 7
SWA1 @0 0.0000 0.0000 0.0000 0.0000 0.0000 @\
SWA 2 | 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
SWA 3 | 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000
SWA 4 | 0.0000 0.0000 -0.0000 - 1.0000 0.0000 0.0000 0.0000
SWAS5 | 0.0000 0.0000 .0.0000 0.0000 1.0000 0.0000 0.0000
SWA 6 | 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000
SWA 7 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000

1.0000

The matrix is the estimated covariance matrix usedhe parameter estimates for
the GEE independent model. From our assumptiohef3EE independent working

correlation displayed in the above matrix, the deleait variables are uncorrelated
and are independent of each other across timea(fdhe seven semesters). Only
strong perfectly correlation is realized within abeftween the dependent variables

under study and zeros elsewhere.

4.5.1 GEE Independent Model with Main Effect

Table 4.4 and 4.5 gives the analyses of GEE pammestimation for the
independent model-based and empirical-based sthredesr estimates. From table
4.4, the analyses of the main effect of GEE paramedtimate for empirical-based

(sandwich or robust estimator) and model-based/¢hatandard errors are shown.
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The specification of the GEE independent assunashiere is no correlation within
the students’ SWA's and the model becomes equitvatenstandard normal
regression. The parameters are estimated wstwenSWA semester scores of each
student over time or semesters. Thus, the depemaeiatbbles are uncorrelated and

are independent of each other across time (faghalseven semesters).

It could be inferred from table 4.5 that the parsenestimates for the independent
variables (age, gender, geographical locationst@pe of former school attended)
are the same for both empirical and model-baseanpater estimates. However, the
standard errors for the robust and naive casesnarginally different. This may

indicate that the true correlation structure fa @EE is not correctly modeled using

the independent assumption.

The estimation of the model age parameter (-0.p95 seen to be statistically

insignificant at®=0.05 significance level. The parameter estimation fendgr
status of students is highly significance but Heshighest standard errors values for
both empirical and model-based estimators. In #r@ampeter estimate for location,
only the difference between location 1 and locado3.8095) was significant with
standard error of 1.1935. The other contrastsdoations 2 and 3 were statistically
insignificant and have estimation of standard errdifferent in the respective

empirical and model based parameter estimates.

The contrast for type of former school attendedcandE was also insignificant and
have estimation of standard error different in thspective empirical and model

based parameter estimates.
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4.5.2 GEE Independent Model with Linear Time Interactions

In our model including condition by linear time en&ctions with the independent
parameters (see table 4.5), the parameter estimates approximately the same.
Only the intercept, location 1 and time interactwith type of formal school C were

marginally significant at®=0.05 for both the empirical and model based
estimation. However, there is a negative trendtifier parameter estimate for time
interaction with some of the independent varialesles, location 1 and all the type
of former schools students’ attended Students’tion& and 3) implying a decrease
or diminishing trend of students SWA scores ovensof the semesters (see fig 4.1

and 4.2).

The standard errors for both model-based and erapibased in the independent
GEE with Linear Time Interactions model varies meshg our preference of

considering its working correlation assumption®est fit for the model.

46  GEE UNSTRUCTURED (UNSPECIFIED) MODEL

In unstructured working correlation structure sfpeation in GEE modeling, we
assume different correlations between any two sEme3WA scores for every
subject. No constraints are placed on the coroglatiwhich are then estimated from
the data. The unspecified or unstructured form ld/@stimate alin(n- 1) / 2
correlations ofR ( n x n identity matrix). Bellow is the working correlatianatrix

for the unspecified (unstructured) GEE model assiomp
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Working Correlation Matrix for the unspecified GEE model assumption.
SWA1l SWA2 SWA3 SWA4 SWAS5 SWAG6 SWA7
SWA 1 @0 0.1795 0.4862 0.2308 -0.1101 -0.0204 O@
SWA 2| 0.1795 1.0000 0.3401 0.1745 0.2805 0.2086 0.3443
SWA 3| 0.4862 0.3401 1.0000 0.1341 0.1704 0.2694 0.4506
SWA 4| 0.2308 0.1745 0.1341 1.0000 -0.0629 0.0490 0.2598
SWA5(-0.1101 0.2805 0.1704 -0.0629 1.0000 0.4574 0.4224

SWA 6|-0.0204 0.2086 0.2694 0.0490 0.4574 1.0000 0.3570

SWA 7\ 0.2559 0.3443 0.4506 0.2598 0.4224 0.3570 1.0000

The specification of the working correlation matagcounts for the form of within

subject correlation of responses on the dependantbles. Unstructuredt:
working correlation assumes different correlatibe$ween any two given semester

SWA scores.

4.6.1 GEE Unstructured Main Effect Model

Table 4.4 and 4.5 provides analyses for parametenates for GEE unstructured
model. It displays the “Analysis of Parameter Estes”. From table 4.4, the
parameter estimates are the same for all the exolgn variables. A critical
observation of the standard errors for model-baseblempirical-based estimators is
marginally different and relatively smaller. Therieéions of these standard error
estimates reduce the efficiency of considering GEE unstructured working

correlation assumption as not well fitted for thedal. Only the contrasts within
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gender statuses 1 (female) of students as weleagrgphical location 1 and 4 are

statistically significant in this model.

4.6.2 GEE Unstructured Model with Linear Time Interactions

From table 4.5, we model linear time interactiothvthe independent variables. The
parameter estimate for both model base and emipibased were noted to be
approximately the same with a significant intercept58.224[4.246§.182). We

note again a variation between the standard efvotse robust and naive.

The model shows that, some of the linear trendrpater estimates are negative, (i.e.
a decelerating negative trend is indicated). They nndicate a decrease in the
average SWA scores within and between some of éngesters. Performance in
SWA scores diminishes across time in the lineardré\lso, the effect of students’

geographical location one is seen to be margirgdjgificant, suggesting somewhat

higher performance in their SWA scores acrossélers semesters.

Apart from location one, all the other parametéingstes seem to have no statistical
significance in the model estimation at 5% levelsanificance. This may imply
that, the time interaction effects of the indeperndaariables may not be necessarily

contributing to the SWA scores of students in tiUIST Mathematics department.

4.7 GEE FIRST ORDER AUTOREGRESION (AR-1) MODEL

We now model Academic Performance of students’ S\We@ores and the
independent variables using AR (1) GEE. Autoregves&SEE model weights the
correlation within two semester scores by theirasaed time and hence correlation

coefficients diminish for further distances. Simila exchangeable model, it requires
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only one estimated parameter. For application oEGhodels, one assumes that

there are a fixed number of time-pointthat subjects are measured at.

The matrix bellow is the working correlation matffior estimating the first order

Autoregression GEE model.

Working Correlation Matrix for AR-1 Across the Seven Semesters

SWA1l SWA2 SWA3 SWA4 SWAS5 SWA6 SWA7
SWA 1@0 0.2214 0.0490 0.0109 0.0024 0.0005 0@
SWA 2| 0.2214 1.0000 0.2214 0.0490 0.0109 0.0024 0.0005
SWA 3| 0.0490 0.2214 1.0000 0.2214 0.0490 0.0109 0.0024
SWA 4| 0.0109 0.0490 0.2214 1.0000 0.2214 0.0490 0.0109
SWA 5[ 0.0024 0.0109 0.0490 0.2214 1.0000 0.2214 0.0490

SWA 6| 0.0005 0.0024 0.0109 0.0490 0.2214 1.0000 0.2214

SWA 7\ 0.0001 0.0005 0.0024 0.0109 0.0490 0.2214 1.0000

Unlike the independent model which uses the idemtiatrix and the compound

symmetry (exchangeable) which merged a constaatioakhip in its assumptions,
first order autoregressive weights the link witltivo semesters by their estranged

time.
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4.7.1 GEE AR (1) Main Effect Model

Table 4.4 and 4.5 highlight on the analyses ofamter estimates and their
respective standard errors for both model basedeargrical based estimation. We
can observe from table 4.4 that the results aredifferent from the previous

analyses for independents, exchangeable and UnseddGEE models.

The parameter estimate for all the variables agesdime for empirical and model-
based. However, differences exist in the variatiafisthe standard errors for

empirical and model-based.

The intercept has a significantly higher standardresstimate of 5.1466 and 4.3116
for naive and robust respectively. Gender statustudents O (representing male)
records the highest Standard Error Estimate (SEE).@b04 and 4.9757 and for
gender 1 (representing females) has SEE of 4.18d4354dl466 respectively. The
others are spread between 0.8018 to 0.9769 fondhes and 0.2135 to 1.3203 for

empirical based.

A critical observation of the standard errors foodal-based and empirical-based
estimators is marginally different and relativelyadler. It could be seen that the
variations of these standard error estimates retheeffectiveness of considering
the GEE first order Autoregression working cornelatassumption as not well fitted

for the model.

The contrasts within Gender statuses for both rantk female students as well as

geographical location 1 and 4 continue to be sieai$y significant in the model.
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4.7.2 GEE AR (1) Model with Linear Time Interactions

The results of the analyses from table 4.5 isixebt similar to almost all the GEE
family of models used for this study. The AR-1 melx the highest parameter
estimate of 60.420 for the intercept at a hightn#icant level. The interaction of
the gender effect in the model is not significdntthe same way, the interaction of
location 1, 2 and 3 with location 4 are not stat#dly significant with variations in

the standard error estimate for both model basdceapirical based models.

Again, time interaction with locations and type sifhools with formal school 3

record no significant level &= 0.05 with variations in model-based and empirical

standard error estimate

4.8 @ GEE EXCHANGEABLE (COMPOUND SYMMETRY) MODEL

The exchangeable working correlation specificaaiows for constant correlations
between any two (2) measurements within a subgecalf the time points. As such,
only one parameter needs to be estimated. The tgpeworking correlation

examined in this model in order to measure thetiogiship between the student’s
SWA scores over time across the seven semestgigeis bellow. The specification
of the working correlation matrix in estimating tlvevariance of the parameter
estimates is based on the four assumptions sudh tta working correlation

specification allows for constant correlations bew any two (2) measurements

within a subjectt for all the time points across the seven semestdrs matrix

below is the Working Correlation Matrix for Exchaaple GEE Model.
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Working Correlation Matrix for Exchangeable GEE Mod el
SWA1l SWA2 SWA3 SWA4 SWAS5 SWA6 SWA7
SWA 1 @)0 0.2180 0.2180 0.2180 0.2180 0.2180 O.Zlm
SWA 2| 0.2180 1.0000 0.2180 0.2180 0.2180 0.2180 0.2180
SWA 3| 0.2180 0.2180 1.0000 0.2180 0.2180 0.2180 0.2180
SWA 4| 0.2180 0.2180 0.2180 1.0000 0.2180 0.2180 0.2180
SWA5| 0.2180 0.2180 0.2180.0.2180 1.0000 0.2180 0.2180

SWA 6| 0.2180 0.2180 0.2180 0.2180 0.2180 1.0000 0.2180

SWA 7 \0.2180 0.2180 0.2180 0.2180 0.2180 0.2180 1.0000

The interaction effect between rows and columnsalsées of the exchangeable

working correlation matrix is constant across &lé tseven time points and is

estimated to be 0.2180.

4.8.1 GEE Exchangeable Main Effect Model

Information about the GEE Model (exchangeable)ispldyed in table 4.4 and 4.5
for both empirical standard error and model-baséahdard error estimates

respectively. The results of fitting the model hosvever shown.

The parameter estimate for empirical and model dbasethe GEE exchangeable
model are the same. The standard error estimatenfpirical (robust or sandwich
estimator) and model based are approximately theesa@ahe parameter intercept is
generally significant. The estimated standard emstimate for the robust and

sandwich estimators of the model for all the patemestimates are marginally
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equal. No significant gender effect was found. Hye parameter estimates are

statistically not significant &&= 0.05 . for both model.

In the parameter estimate for location, only thiéedeénce between location 1 and
location 4 (-3.6729) was significant with standarcbr of 1.338. The other contrasts
for locations 2 and 3 were statistically insigrgint and have estimation of standard

errors different in the respective empirical anddeldased parameter estimates.

The contrasts for type of former school attendecandZ were also insignificant

and have estimation of standard error differerihenrespective empirical and model
based parameter estimates. The standard errorsnipirical and model based as
seen from table 4.5 are relatively close to eadteroand hence fit the model

estimation relatively well. We notice that if

V= e — i) i =i )

Then the two are equal. According to Royall [1986is occurs only if the true
correlation structure is correctly modeled. In trégard, comparing the analyses of
the exchangeable GEE model with the other workiogretation assumptions
discussed above, we choose the exchangeable(cothgyorimetry) GEE model as

the best fit for our analyses.

4.8.2 GEE Exchangeable Model with Linear Time Inteactions

In linear time interactions with the exchangealkdeameters as seen table 4.5, the
parameter estimates were approximately the sammm Rhis model, only the

intercept, location 1 and time interaction with geaphical location 2 parameter

estimates were found to be statistically signiftcair?= 0.05 for both the empirical
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and model based estimation. However, there is ativegtrend for the parameter
estimate for time interaction with some of the ipeledent variables such as gender,
location 1 location 3 and time interaction with d&ions 2 and 3 were negative.
Because some of the linear trend parameter essnaate negative, a decelerating
negative trend is indicated. This may imply th&g time interaction effects of the
independent variables may not be necessarily doting to the SWA scores of

students in the KNUST Mathematics department.

The standard errors for both model-based and erapibased in the independent
GEE with Linear Time Interactions model are appmadely the same for the model-
based and empirical based reassuring our prefereh@®nsidering its working

correlation assumptions to the others.

49  GENERALIZED WALD TESTS FOR MODEL COMPARISON:
CONTRAST RESULTS FOR GEE ANALYSIS

In order to interpret the group-related effectshef GEE models, it would be helpful
to compare these models statistically to deternfitiee groups by time interaction
terms (i.e. students geographical locations andegrdevel of former school types in

correspondence to their SWA scores) are jointlgiicant or not.

Because GEE model parameters are estimated usemsg-ldeelihood procedures,

there is no associated likelihood underlying thedetoThus, the usual likelihood

ratio tests cannot be applied to compare the abwdels. To compare the above
GEE models, however, we can construct a multi-patamNald test to test the joint
null hypothesis that a set 8% equal 0. For this, we definegax p indicator matrixC

of ones and zeros to select the parameters oesttéar the multi-parameter test.
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The table below outlines the contrast result for EGEompound symmetry

(Exchangeable) analyses.

Table 4.6: Contrast Result for GEE Analysis for man effect model

Contrast DF Chi-Square Pr > Chi Sq
LOC 1vs LOC 2 1 4.63 0.0314
LOC 1vs LOC 3 1 3.66 0.0526
LOC 2vs LOC 3 1 0.01 0.9215
SCHA4 vs SCHB 1 0.81 0.3673

From table 4.6, a test of the contrasts of eadh@parameter estimate (with respect
to four locations and three types of graded forseool type attended) under chi-

square distribution as confirmed by their respectiwalues displayed.

In the present study, comparing the models confmasthe locations, we get the
computed chi-square value for the contrast of looal and 2 to be 4.63 which
yields p-value of Pr > Chi Sgp = 0.0314 and hence significant. In the same way the

contrast of location 1 and 3 is marginally sigrafit with a computed chi-square of
3.66 andr = 0.0526 . There is no statistical significance of the castrbetween

location 2 and 3 as it records® =0.01 with a higherp—value of 0.9215.

Additionally, none of the individual tests of thgpe of former school attended in

Table 4.6 are significant &t= 0.05  either.

Thus, the GEE exchangeable modgbreferred to all the other models.
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4.10: HYPOTHESIS TESTING

In consideration to an output revealed from SA® fsem table 4.4-4.6), we test the

appropriateness or otherwise of each of the modedmeters such that one of the

coefficient of the f: # 0 forat least onei | The appropriate hypothesis is

given as

Hog: £y =852 = fa...= =0 against the alternative that

Hy: =0 for at least one i

Ata = 0.05 Jevel of significance.

Where £; are the model parameters (independent variabbesdst of each of the
parameter estimate under chi-square distributiomftable 4.6 reveals that, the
contrast for students’ geographical locations &gimally significant atxr = 0.05

with P-values estimated to be less tltan= 0.05. However, gender, age and graded
level of former school type students attended wastrasted to be statistically

insignificant.

Conclusion Hence the Model is generally significant at 99%0%) significant level

since

B =0 for at least one i

(This means that, at least one of the parameters significant at

a =005 sjgnificance level).
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4.11 THE BEST FITTED WORKING CORRELATION ASSUMPTI ON
FROM GEE FAMILY OF MODELS

It could be inferred from the SAS output that, shatistical output with respect to the
GEE independent, exchangeable and unstructured Infoddooth empirical and
model-based standard error estimates the resuligiof the model parameter are
identical, but the standard errors for the vari@®EE model varies within and across
the parameters. However, we note the closenes$ieofstandard errors for both
empirical and model based in the GEE model for Brgeable confirming its

suitability for the actual regression model. Thesfticient of the interaction term

B's is marginally significant with the exchangeable miod

It is generally advisable to choose a working datien structure that is similar to
the structure of the observed correlations. Thidasause, although the GEE is
robust to misspecification of the correlation stuue, efficiency is increased to the
extent that the specified structure is correcttHa present case, the unspecified
structure does not appear like a good choice siiee correlations are not
approximately equal. Also, neither the AR (1) nee tndependent structures appear
reasonable because the correlations within the lagever the seven semesters vary

as revealed from the variations in their standarmor estimations.

In consideration to the GEE model fit for main effand linear time interaction, we
opted for the main effect model since the lineanetiinteraction proved all the
parameter estimates to be statistically insignificat 5% level of significance. Thus,
an exchangeable working correlation structure fREGnain effect model appears to
be the most reasonable choice for these data.alie bellow (table 4.7) shows the

summary analyses of the GEE Exchangeable workingletion assumption for our
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analyses. The table gives a summary report for GXEhangeable main effect

model with specified model-based and empirical ddath errors, 95% confidence

intervals and comparative— values with standard normal references.

Table 4.7: Parameter Estimates of Model-Based dn Empirical-based
Standard Errors for GEE Exchangeable Model

Analysis Of GEE Parameter Estimates

Model-Based Standard Error Estimates for GEE Exchageable Model

Parameter Estimate  Std Err 95% Confidence Limits Z Pr>|Z]|
INTERCEPT 59.9731 5.2739 49.6364 70.3099 11.37 <.0
AGE -0.0542 0.2132 -0.4720 0.3636  -0.25 0.74
GENDER 0 0 -1.3694 0.9589 -3.2488 0.5100 -1.43 0.1¢
GENDER 1 1 0.0000 0.0000 0.0000 0.0000

LOC1 1 -3.6729 1.5878 -6.7849 -0.5609 -2.31 0.0?
LOC 2 2 -0.7283 1.0106 -2.7091 1.2524 -0.72 0.0
LOC 3 3 -0.6176 1.1015 -2.7766 15413 -0.56 0.5]
LOC 4 4 0.0000 0.0000 0.0000 0.0000

SCHA A 1.1160 181871 3 -1.1797 3.4118 0.95 0.34
SCHB B 0.3551 1.2313 -2.0582 2.7685 0.29 0.71
SCHC C 0.0000 0.0000 0.0000 0.0000

Working corr 0.2180

D01
D92
533

207
111
/50

07
130

Analysis Of GEE Parameter Estimates
Empirical Standard Error Estimates for GEE Exchangeable Model

Parameter Estimate  Std Err 95% Confidence Limits Z Pr>|Z]
INTERCEPT 59.9731 5.2739 49.6364 70.1764 11.52 <.0
AGE -0.0542 0.2154 -0.4765 0.3680 -0.25 0.8(
GENDER 0 0 -1.3694 0.9516 -3.2345 0.4957 -1.44 0.14
GENDER 1 1 0.0000 0.0000 0.0000 0.0000

LOC1 1 -3.6729 1.3383 -6.2960 -1.0498 -2.74 0.0
LOC 2 2 -0.7283 0.8666 -2.4267 0.9701 -0.84 0.04
LOC 3 3 -0.6176 1.1612 -2.8935 1.6583 -0.53 0.5¢
LOC 4 4 0.0000 0.0000 0.0000 0.0000

SCHA A 1.1160 1.1420 -1.1224 3.3544 0.98 0.32
SCHB B 0.3551 1.2027 -2.0021 2.7123 0.30 0.7¢
SCHC C 0.0000 0.0000 0.0000 0.0000

Work. corr 0.2180

D01
12
01

61
106
D48

85
78
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Table 4.7 gives a snapshot of the summary staisficGEE Exchangeable working
correlation assumption modeled and downloaded tthrdoom SAS version 9.1

outputs. The main effect model from the table giwely a statistical significance to

students’ geographical locations @t 0.05 significance level as confirmed from
the contrast effects analysed in (table 4.6). goicant effect was seen for students

entry age, gender as well as former school attended

4.12 CHAPTER SUMMARY:

The chapter sought to analyze the data collectaah students AP in their SWA
scores and their associated socio-demographicr&adibis chapter has described the
various GEE approach with respect to its four ulytey assumptions for such a
longitudinal data analysis. The analyses focusethe GEE main effect and linear
time interaction model for Independence; exchanigeahR-1 and unstructured
(each with their empirical and model-based standamwr estimates) models.
Generalized Estimating Equations (GEE) providesractiwal method with good
statistical properties to model data that exhibgagiation but cannot be modeled as
multivariate normal. This approach has severalufest which makes it particularly
useful and popular. Because it is a generalizaifcd8LM, many types of dependent
variables can be accommodated within the GEE famflymodels. Statistical
software packages used to perform the GEE analyass SAS 9.1 system. GEE
provides regression estimates that are “populai@raged” rather than the “subject

specific” estimates of the mixed-effects regressimuels.
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CHAPTER FIVE

SUMMARY, CONCLUSSIONS AND RECOMMENDATIONS

5.0 OVERVIEW:

The chapter gives a brief report on the summarythef study, findings and
conclusion from the statistical analyses conveyaedthe study as well as

recommendations generated from the findings.

5.1 SUMMARY:

The study sought to investigate into the socio-dgnayohic factors of students such
as age gender, geographical locations and graded ¢¢ students’ former school
attended as independent variables in relationdiv fkcademic performance of SWA
scores in KNUST mathematics department. Belowlaestimmary reports from the

research carried out.

The study began with introduction in correspondeiocthe problem statements for
the study. This study attempts to find the facttrat determine the level of
achievement of the students SWA scores in the KNV@&Ihematics Department in
terms of students’ age, gender, graded level afesiis’ former SHS attended and
the geographical location of students. The studydwer sought to find out whether
these socio-demographic factors also affect stgdécaidemic Performance. Review
of related literature was analyzed for the studghhghting on what people have
found on the issue of academic performance anéblas accounting for its reality

or otherwise.
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The methodology used for the study was the Geredkstimating Equation (GEE)
family of models. The researcher chose this beca@eneralized Estimating
Equations (GEE) extend the GLM algorithm to accordate correlated data such as
these. The algorithms of Generalized Estimatingafiqns (GEE) are based on
(Liang & Zeger, 1986) and (Diggle & Heagerty, 200Phis helped in analyzing the
existing correlation between the study variables @efining a best fitted model for

the study.

Data collection was gathered from students SWAes@aross time (for the seven
covered semesters) spelling out in details theexnadperformance average score of
every student in the department. These studentsisBnsampled were given sample
questionnaire to respond to certain factors leadimgthe researcher enlisted
independent variables. The data collected wereyaedlusing SAS 9.1 version.
Other supportive statistical software package usedhe analyses were SPSS 16,
MINITAB 14 and the Microsoft Excel 2007 for codinand further supportive
analyses for the project report. One hundred arehtivsix (126) students were

sampled from KNUST Mathematics Department.

The analyses reveal that, out of the four independariables studied, students’
geographical location was marginally significantl arery predictive of the academic

performance of students as compared to the otligresriables.

However, the general analyses was considered atetlteo be significant under the
assumptions defined by the model-based and emlplrdsed standard error estimate
for the GEE exchangeable chosen as the best fiemdtie generalized Wald test

for model comparison for contrast results for thEEGanalyses was conducted to
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confirm its suitability. The results of fitting themodel parameter estimates were
approximately identical, but the standard erronstfe various GEE model varies
within and across the parameters. However, we tieeproximity of the standard
errors for both empirical and model based in theEGRodel for Exchangeable

confirming its suitability for the actual model.

Below are the Major findings:

Students’ entry age, gender as well as their gréelszl of former school attended
does not necessarily affect academic performandbaam SWA scores since their
parameter estimation and contrast effects weredi@arbe statistically insignificant,
and hence play no active important role in ensutimg academic performance

achievements of student SWA scores in the KNUSThelaatics department.

Coefficient Estimation of the Study Parameters iedcontrast interaction effects in
the various GEE models for main effect and timesrmttion effects reveal that,
students’ geographical locations were significangs far as achievements of SWA

scores in the KNUST Mathematics department is aonce

The estimated coefficients of the four models walso very close and identical.
This reaffirmed the closeness of the measuresdorparison and the consistently
supported claim of (Zeger and Liang, 1986) thathstesults are expected when
working correlations are misspecified. In generas, significant age effect was

found.
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5.2 CONCLUSIONS

This study reaffirms the consistent estimate of GEih the various working

correlation matrix. Although the measures usechndtudy did not show the same
results in the model selection process, they negkss provided useful guidelines
and supported empirically that the specificationddferent working correlation

pattern in the study did not differ much in theiterpretations. The results of fitting
the model parameter estimates were approximatelytichl, but the standard errors
for the various GEE model varies within and acribes parameters. This reaffirms
the closeness of the measures for comparison désts’ mean score in the KNUST
Mathematics department. We note the closeness eofsthindard errors for both
empirical and model based in the GEE model for Brgeable confirming its

suitability for the actual regression model.

In general, no significant effects were found fgeaand former school students
attended. The study also revealed no gender differedn terms of academic

performance based on SWA as confirmed by (Evarg9)19

We noticed a statistically significance effect tfdents geographical locations in the
model parameter estimation. The contrast effedtafients from LOC1 (Northern,
Upper East, Upper West) and LOC 2 (comprising Aslemd Bono Ahafo regions)
with LOC 4(comprising Greater Accra, Western andt@g regions) were highly
significant. We conclude that, on the average,esitglfrom LOC4 score high SWA
than the other two locations and hence they pertoetter. There was no significant
effects between the difference of LOC1 and LOCAHWiOC3 (comprising Eastern

and Volta regions).
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5.3 RECOMMENDATIONS:

After careful analyses of the study, we recomméuadt t
» Mathematics Education should be strengthened iNtbreghern, Upper East
and Upper West regions since the contrast effectthefir average
performance with other locations in Mathematicsreases over time.
» Further research should be conducted to checkithdil differences existing
among the students that may account for differencesAcademic

performance in Institutions, (For example usingRamdom Effect Model)
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APPENDIX A

KWAME NKRIMAH UNIVERSITY OF SCIENCE AND TECHNOLOGY
DEPARTMENT OF MATHEMATICS
QUESTIONNAIRE TO STUDENTS

Overview: The purpose of this questionnaire is to colle¢dorimation about the
variables that affect the Academic Performance (AMATH 4 students in KNUST
with respect to your socio-demographic data (agedgr), formal school attended as
well as your geographical location as part of myHWP thesis at the above
University. Your responses to these questions bal treated and kept strictly

confidential since it is for academic purpose only.

Please tic{\] or underline the response option that indicates your view oiropn
on each of the given statements00000000.00

Section A (Sex/Gender Status Of Students Versus. A.P

1. SEX/GENDER: Male [ ] Female [ ]

Section B (Age Distribution Of Students)

2. Please indicate Your PreSent age..... oo vvuiiieeene e eeiiiieeine e ees o

Section C (Geographical Location of Students)

3. Which part of Ghana (in terms of the followitadpled regions) do you come
from?
REGION TICK REGION TICK
i Northern [ ] vi Ashante [ 1]
il Upper East [ 1] vii  Eastern [ ]
iii Upper West ] viii Volta [ ]
iv. Brong Ahafo L ix  Central [ ]
v Western [ ] x Greater Accra [ ]
4. Are you a foreign student? A. NO [ ] S [ 1]
5. If yes state which country you come from.............coouimmmecie e e eene.

Section D (Graded Level Of Formal School Attended)
6. What is the name of your formal School?..............oiiiiiiiiiiiiie
7. Which region in Ghana is your formal school lec?.......................c.ooeee.

THANK YOU FOR, YOUR COOPERATION
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APPENDIX B
SAS CODE FOR GEE MODEL ON ACADEMIC PERFORMANCE

libname iod 'C:\swa' ;
[*** Importation of the data***/

PROC | MPORT OUT= iod.swa
DATAFILE= "C:\iod.txt"

DBMS=TAB REPLACE;

GETNAMES=YES;
DATAROW=2;

RUN;
proc print data =iod.swa; run;
[*** Manupulation of the data ***/

dat a iod.nswa;

set iod.swa;

if SEX=1 then gender= 1;

if SEX=2 then gender= O0;

if school= 'A" then do;ta= 1;end; else ta= O;

if school= 'B' then do;tb= 1;end; else tb= O;
if school= 'C' then do;tc= 1;end; else tc= O;

drop school SEX;
run;
proc print;run;

proc sort data =iod.nswa;
by SN;
run;

[*****Means, Covariances, and Correlations*******/

proc freq data =iod.nswa,

run;

proc corr data =iod.nswa cov ;
var swal- - swav;

run;

[*** Changing the multivariate data to univariate d ata***/

dat a iod.swa;

set iod.nswa;
swa=swal;tme= 1; output ;
swa=swaZ2;tme= 2; output ;
swa=swa3;tme= 3; output ;
swa=swa4;tme= 4; output ;
swa=swab;tme= 5; output ;
swa=swab;tme= 6; output ;
swa=swa7;tme= 7; output ;

drop swal-swa7;
run;
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proc print data =iod.swa; run;

dat a iod.newswa;
set iod.newswa ;
tme2=tme*tme;
run;

[*** Splitting dataset by the three types of school

proc sort data =iod.newswa;
by form_sch_ tme;
run;

dat a tyl;

set iod.newswa;
where form_sch = 1;
run;

dat a ty2;

set iod.newswa;
where form_sch = 2;
run;

dat a ty3;

set iod.newswa;
where form_sch = 3;
run;

proc neans data =tyl;

by tme;

var swa;

output out =m1 mear=meantl;
run;

proc neans data =ty2;

by tme;

var swa;

output out =m2 mearn=meant2;
run;

proc neans data =ty3;

by tme;

var swa;

output  out =m3 mean=meant3;
run;

[*** Merging the means of the types of schools***/
dat a typemean;

set ml m2 m3;

merge m1 m2 m3;

by tme;

keep tme meantl meant2 meant3;

run;

proc print data =typemean;
run;

[*exploration of the evolution mean in each type*/

XVi
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goptions  reset =all ftext =swiss device =psepsf gsfmode =replace
rotate =landscape i=join;

proc gpl ot data =typemean;

plot meantl*tme= 1 meant2*tme= 2 meant3*tme= 3/ overlay haxis =axisl
vaxis =axis2;

symboll c=red v=star i=stdlmjt w=2 mode=include;
symbol2 c=black v=dot i =stdlmjt w=2 mode=include;
symbol3 c=blue v=triangle i =stdlmjt w=2 mode=include;

axisl label =(h=2 'Semesters’ ) value =(h=1)
order =(1to 6 by 1) minor =none;
axis2 label =(h=2 A=90 'SWA scores' ) value =(h=1)
order =(30to 90 by 3) minor =none;
titte  h= 2 'Average evolution for each type of school means' ;
run;

goption  reset =all i=join;

proc gpl ot data =typemean;

plot meantl**me= 1 meant2*tme= 2 meant3*tme= 3/overlay haxis =axisl
vaxis =axis2;

symboll c=red v=star i=join h=1 w=1 mode=include;
symbol2 c=black v=dot i=join h=1 w=1 mode=include;
symbol3 c=blue v=triangle i =stdlmjt w=1 mode=include;

axisl label =(h=1 'Semesters’ ) value =(h=1.5) minor =none order =(1 to
by 1);

axis2 label =(h=1 A=90 'SWA scores' ) value =(h=1.5);

run;

quit;

/* exploration of the evolution of the overall mean )
goptions  reset =all ftext =swiss device =psepsf gsfmode =replace
rotate =landscape i=join;
proc gpl ot data =ama.nwswa,;
plot respons*time / haxis =axisl vaxis =axis2;
symbol c=red i =stdlmjt w=2 mode=include;
axisl label =(h=2 'Weeks' ) value =(h=1)
order =(0to 52by 4) minor =none;
axis2 label =(h=2 A=90 'Visual' ) value =(h=1)
order =(40to 60 by 5) minor =none;
titte  h=2 'Average evolution,
with standard errors of means' ;
run;
quit;

[*** Splitting dataset by the four locations ***/
proc sort data =iod.newswa;

by location tme;

run;

dat a locl;

set iod.newswa;
where location= 1;
run;

dat a loc2;

set iod.newswa,
where location= 2;
run;

dat a loc3;
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set iod.newswa,

where location= 3;
run;

dat a loc4;

set iod.newswa,

where location= 4;
run;

proc neans data =locl;
by tme;

var swa;

output out =I1 mean=Imeantl;
run;

proc neans data =loc2;

by tme;

var swa;

output out =I2 mean=Imeant2;
run;

proc neans data =loc3;

by tme;

var swa;

output out =I3 mean=Imeant3;
run;

proc neans data =loc4;

by tme;

var swa;

output out =l4 mean=Imeant4;
run;

[*** Merging the means of the locations***/
dat a typemeanl;

set 11121314,

merge 1112 13 14;

by tme;

keep tme Imeantl Imeant2 Imeant3 Imeant4;
run;

proc print data =typemeanl;

run;

/*** modelling the GEE***/

/**GEE MODEL FOR INDEPENDENCE***/
proc gennod data =iod.swa;

class sn gender location form_sch_;

model swa = age gender location form_sch_/ dist
link  =identity covb ;

repeated subject=sn/ corrw type =ind modelse ;
run;

proc gennod data =iod.swa;

class sn gender location form_sch_;

model swa = age gender location form_sch_ location*tme f
/ dist =normal

link = identity covb ;
repeated subject=sn/ corrw type =ind modelse ;
run;

[**GEE MODEL FOR EXCHANGEABLE***/

proc gennod data =iod.swa;

class sn gender location form_sch_;

model swa = age gender location form_sch_ / dist

xviii
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link = identity covb ;

repeated subject=sn/ corrw type =exch modelse ;
run;

proc gennod data =iod.swa;

class sn gender location form_sch_;

model swa = age gender location form_sch_ location*tme f orm_sch_*tme
/ dist  =normal

link  =identity covb ;

repeated subject=sn/ corrw type =exch modelse ;

run;

[*GEE MODEL FOR UNSTRUCTURED***/
proc gennod data =iod.swa;
class sn gender location form_sch_;

model swa = age gender location form_sch_/ dist =normal
link = identity covb;

repeated subject=sn/ corrw type =un modelse ;

run;

proc gennod data =iod.swa;
class sn gender location form_sch_;

model swa = age gender location form_sch_ location*tme f orm_sch_*tme
/ dist  =normal

link = identity covb ;

repeated subject=sn/ corrw type =un modelse ;

run;

[***GEE MODEL FOR AR(1)***/
proc gennod data =iod.swa;
class sn gender location form_sch_;

model swa = age gender location form_sch_ / dist = normal
link = identity covb ;

repeated subject=sn/ corrw type =AR(1) modelse ;

run;

proc gennod data =iod.swa;
class sn gender location form_sch_;

model swa = age gender location form_sch_ location*tme f orm_sch_*tme
/ dist  =normal

link = identity covb ;

repeated subject=sn/ corrw  type =AR(1) modelse ;

run;

***GEE MODEL FOR EXCHANGEABLE as best fit WITH CON TRASTS***/

proc gennod data =iod.swa;
class sn gender location form_sch_;

model swa = age gender location form_sch_/ dist =normal
/solution

link = identity covb ;

repeated subject=sn/ corrw type =exch modelse ;

contrast 'location 1 vs location 2' location 1-1 0 0O;

contrast 'location 1 vs location 3' location 10-10;

contrast 'location 2 vs location 3' location 01-1 0;

contrast " form_sch_ 1 vs form_sch_2' form_sch_ 1- 1 0;
contrast ‘tme*location 1 vs tme*location 2' location 1-1 0 0
contrast ‘tme*location 1 vs tme*location 3' location 10-10;
contrast '‘tme*location 2 vs tme*location 3' location 01-10;
contrast " tme*form_sch_ 1 vs tme*form_sch_ 2' form_sch_ 1- 1 0O;
run;
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APPENDIX C
DESCRIPTIVE STATISTICS TABLES FOR THE DATA

Table 4.2: The descriptive statistics analyses &tudent’'s SWA(s) Achievement

N Range Minimum Maximum Sum Mean Std. Dey| Var

Statistic Statistic Statistic Statistic Statistic | Statistic|Std. Errg Statistic|Statistig
SWA1 126 45.89 24.61 70.50 7439.18 |59.0411f .58902(6.61170| 43.715
SWA2 126 77.74 .00 77.74 7185.52 | 57.0279( .74938( 8.41180| 70.758
SWA3 126 44.61 31.81 76.42 7252.62 | 57.5605( .78427 | 8.80345| 77.501
SWA4 126 40.17 37.67 77.84 7417.54 |58.8694| .67729 | 7.60261| 57.800
SWAS5 126 46.12 33.71 79.83 7066.43 | 56.0828| .86145|9.66979 93.505
SWAG6 126 40.67 38.33 79.00 7581.61 | 60.1715( .70168 | 7.87631| 62.036
SWA7 126 27.68 45.98 73.66 7323.83 | 58.1256( .41189 | 4.62345| 21.376

Valid N (listwise) 126

FREQUENCY TABLE FOR THE STUDY VARIABLES

Table 4.5: The Age Distribution for sampled Studerg

Frequenc Percent Valid Percent Cum Percent
AGE 21 4 3.2 3.2 3.2
22 32 25.4 254 28.6
23 41 52.5 325 61.1
24 22 145 175 78.6
25 16 12.7 12.7 91.3
26 2 1.6 1.6 92.9
27 3 2.4 2.4 95.2
28 2 1.6 1.6 96.8
30 2 1.6 1.6 98.4
34 1 .8 .8 99.2
35 1 .8 .8 100.0
Total 126 100.0 100.0
Table 4.7:  Frequency Distribution Table Showingrhe Gender Of Sampled
Students
Frequency Percent | Valid Percent| Cumulative Percent
Valid MALE 98 77.8 77.8 77.8
FEMALE 28 22.2 22.2 100.0
Total 126 100.0 100.0
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Table 4.6: Frequency Distribution For GeographicalLocation Of Students

Cumulative
Frequency|] Percent| Valid Percent Percent
Region|Northern Belt(North,
Upper East, Upper Wes{ 15 11.9 11.9 11.9
Regions)
Middle Belt/Central
Belt(Ashanti, Brong) 48 38.1 38.1 50.€
Eastern Belt(Eastern, 33 6.9 26.2 6.2
Volta)
South/Coastal
Belt(Central, Greater 30 23.8 23.8 100.4
Accra)
Total 126 100.0 100.d

Table 4.8: A Frequency Distribution for Graded Scheol Status of Students

Frequency Percent |Valid Percen|Cumulative Perce
Valid A 62 49.2 49.2 49.2
B 41 32.5 345 81.7
9 23 18.3 18.3 100.0
Total 126 100.0 100.0
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APPENDIX D
THE MEAN STRUCTURE OF THE STUDY VARIABLES

The Mean Structure for Graded Level of Formal ScHosttended for every semester.

Time=Semester Graded school A Graded school B

Graded school C

1 59.5924 58.3895 58.2222
2 56.5322 58.3522 56.0422
3 58.2711 57.0983 56.0930
4 59.8298 58.3859 56.7583
5 56.5957 56.3373 54.9739
6 61.5463 60.0666 57.1722
7 58.7279 58.1049 56.5443
The Mean Structurdor Geographical Location of Students
Obs=SWA Northern Belt(L ;) Central Belt(L ,) Eastern/Volta Belt(L 3) South costal belt(,)
1 55.4293 60.2056 58.3536 59.3684
2 54.3140 57.0565 58.6164 56.6187
3 53.8120 57.4096 57.5242 59.3906
4 53.7780 59.4371 59.0564 60.0010
5 54.6380 55.7635 57.3494 56.4842
6 58.2780 58.8635 60.8779 62.7910
7 55.0420 58.1229 58.6297 59.1087
Descriptive Statistical Data Analyses of the Covaaince Matrix
Covariance Matrix, DF = 126
SWA1 SWA2 | SWA3 | SWA4 | SWA5 | SWA6 SWAY
SWAL 44.2896 10.7708 | 29.1830| 14.5995| -3.2280| -0.3503| 15.8741
SWA2 10.7708 70.1979 | 14.6413| 12.9442| 11.9701| 14.4507| 22.4979
SWA3 29.1830 14.6413 | 77.3809| 10.6216| 9.3714 | 18.7123| 26.6474
SWA4 14.5995 12.9442 | 10.6216| 57.8285| -0.4060| 4.2758 | 16.6407
SWAS -3.2280 11.9701 | 9.3714 | -0.40601| 95.1048| 30.3853| 23.8704
SWAG6 -0.3503 14.4507 | 18.7123| 4.2758 | 30.3853| 62.9426| 21.7373
SWA7 15.8741 22.4979 | 26.6474| 16.6407 | 23.8704| 21.7373| 21.2107
Descriptive Statistical Analyses for Pearson corration coefficients matrix
Pearson Correlation Coefficients, N = 126 Prob > |r] under HO: Rho=0
SWA1| SWA2| SWA3 SWA4 SWAS SWAG SWAY
SWA1 | 1.00000| 0.19317| 0.49850 0.28848 -0.04974| -0.00664| 0.51792
0.0296| <.0001 0.0010 0.5787 0.9410| <.0001
SWA2 | 0.19317| 1.00000| 0.19866 0.20316 0.14650| 0.21740/ 0.58305
0.0296 0.0252 0.0220 0.1003| 0.0141| <.0001
SWA3 | 0.49850| 0.19866| 1.00000 0.15878 0.10924| 0.26813| 0.65775
<.0001| 0.0252 0.0746 0.2215| 0.0023| <.0001
SWA4 | 0.28848| 0.20316| 0.15878 1.00000 -0.00547| 0.07087| 0.47514
0.0010{ 0.0220| 0.0746 0.9513| 0.4285| <.0001
SWAS5 | -0.04974| 0.14650| 0.10924| -0.00547 1.00000[ 0.39273| 0.53147
0.5787| 0.1003| 0.2215 0.9513 <.0001| <.0001
SWAG | -0.00664| 0.21740| 0.26813 0.07087 0.39273| 1.00000/ 0.59492
0.9410{ 0.0141| 0.0023 0.4285 <.0001 <.0001
SWA7 | 0.51792| 0.58305| 0.65775 0.47514 0.53147| 0.59492| 1.00000
<.0001| <.0001| <.0001 <.0001 <.0001| <.0001
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