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Abstract 

Loan Default is the failure of an applicant to fulfil his/her obligation with respect to 

repayment of loans. Loan default lowest the financial capacity of the agency to fulfil its 

promises to other applicants.                                           

This study seeks to determine some risk factors that influence loan default repayment 

among customers in Akatakyiman Rural Bank Ltd –Komenda. To this end, some 

secondary data on some variables which influenced whether a customer defaulted or not 

in a loan accessed, was obtained from the credit department of Akatakyiman Rural Bank 

Ltd –Komenda. A total of 100 observations for a period of four (4) years (2006-2010). 

There were eleven (11) variables in the data set. A logistic regression model was fitted 

to the data. It was found that among the variables that were used, Security and Type of 

Loan were significant to the study where as Sex, Marital Status, Age, Educational Level, 

Town were not significant to the study. We conclude that the risk of default for a 

customer who used collateral as a security in accessing the loan is less than for a 

customer who used personal guarantee. Taking transport loan as a reference group, the 

risks of a customer defaulting when given a personal loan is less than when given a 

transport loan, all other factors being equal. 

 

Key words: Loan default, logistic regression, Risk 
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CHAPTER ONE 

INTRODUCTION 

1.1 Background of the Study 

The effect of monetary policy and the banking institution in Ghana and in Africa as a 

whole cannot be over emphasized. The role of the banking institution on the socio 

economic live of the citizenry has been very significant and worth nothing especially 

over the past decades. On the whole, financial institution has had an immense effect on 

real economic activity by affecting the supply of bank loans. Since most bank loans are 

important source of external finance within the present day Ghanaian economy. 

Crockett,(1996) asserts that disruption to loan supply might cause great changes in 

economic activity.
 

 

The role of rural banks in the socio-economic life of people has been seen to have a 

positive effect on the entire economy. People who under normal circumstances would 

not have had access to money for investment have been able to do so under the credit 

creation function of the rural banks. To this end bank customers who are very 

industrious have been able to expand their businesses.
 

 

In Ghana, over the past ten years, there has been an unprecedented springing up of 

financial institutions. The dynamics of economics is such that once interest rate begins 

to decline, it becomes attractive to borrow from the banks for trading purpose as the 

returns will far outweigh the interest rate payments. Both sole traders and corporate 

bodies are encouraged to borrow from the bank. However should interest rise to 
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astronomical levels, people are rather encourage to save in the banks or buy fixed 

interest bonds whose returns are higher vis-a-viz borrowing for capital investment.  

 

The banking institutions in spite of the risk associated with giving out loans are 

increasingly expanding their area of their services. Currently there are institutions that 

employ full time personal with sole duties of selling bank loans. They move from office 

to office appealing to the several public/private customers to come and take loans. As a 

result of this, some private entrepreneurs has been able to expand their businesses and 

earn substantial profit. The whole process has ripple effect on the entire economy. If 

individuals establish businesses, they employ other people to help them in the day to day 

running of activities.  

 

The banking institutions has advance loans to a wide category of customers while some 

is given directly to corporate institutions, large portion goes to private individual. The 

banks have various forms of valuation method to access the credit worthiness of the 

customers. This area is very critical if the banks are to be able to recover their loans 

when the time is due. Most banks therefore have credit department that carry out all 

these important functions. However, despite the laudable ideas of these banks, there are 

quite a large number of customers who are unable to pay the interest that accrues on the 

loan. This situation has been so alarming to the extent that some financial institution 

have adopted some unconventional means of   retrieving these loans. In fact there are 

reported cases of situation where some workers of a bank have been held directly 

responsible or being given ultimatum to retrieve loans or be reprimanded although they 

followed all the laid down procedure in advancing such loans. Fama (1980).  



11 
 

Akatakyiman Rural bank limited commenced operations in August, 1983 and is 

considered to be one of the most innovated rural banks in Central Region. It has about 

five thousand four hundred and forty (5440) shareholders with its share capital being 

Eighteen thousand, five hundred and four (18,504.00) Ghana cedis as of May, 2011.  

The mission statement of the bank is to aspire to be financial services institution of 

preference through delivery of quality service, using innovative technology and skilled 

personnel to achieve sustainable growth and enhance stakeholder value. The Bank's 

vision is to be a leading financial services group creating sustainable value for our 

stakeholders. 

The following services are rendered by the bank; 

1. Personal banking: These are current account service, salary account and savings 

deposit account service, loans, local payment service, treasury bills, fixed 

deposits.  

2. Financial advice to customers. 

3. Money Transfers (Apex money transfer, Western Unions and E-Swizch) 

Loan making procedure and conditions: As much as possible, applicants are to operate 

or maintain an account with a branch of the bank. Such application for credit shall be 

directed at the bank‟s main branch since the bank is not networked for its operation.  

Factors considered in loan applications are as follows: The following are the factors to 

consider when applying for a loan; Applicant‟s background, purpose of the request, the 

amount of credit required, amount and source of borrower‟s contribution, the repayment 

terms of borrower, collateral security proposed, business and project location, technical 

and financial soundness of credit proposal. 
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Security requirements: The following can be used as collateral for the loan being applied 

for. Fixed deposit, Blocked  savings/current accounts, guarantees, bills, bonds and note, 

life insurance, mortgage of real estates, Assignment of contract funds, Assignment of 

assets, stocks and inventory and assignment of account receivable . 

 

The financial system consist of many different types of private financial institutions 

including banks, insurance companies, mutual funds, finance companies and investment 

banks. The government or an appointed body strictly regulates all these institutions, 

irrespective of the countries where they operate. 

 

 In recent years, the process of financial innovation has advanced enormously increasing 

the importance and profitability of non bank finance. Such profitability priority 

restricted to the non banking industry, has prompted the office of the controller of the 

currency (OCC) to encourage banks to explore other financial instruments, diversifying 

bank‟s business as well as improving banking economic health. Hence as the distinct 

financial instruments are being explored and adopted by the banking and non banking 

industries the distinction between different financial institutions are gradually vanishing. 

 

1.2 Statement of the Problem 

The issue of loan default has become an issue in the financial circle all over the world. 

Financial expert are still researching various ways of addressing this problem. Over the 

years there has been a debate as to which method works best. The consensus among 

these experts is that no one method stands out, the choice is independent on other factors 

such as economic stability and the effectiveness and the dependability of the national 



13 
 

data base. As one of vibrant rural banks in the Central Region, the Akatakyiman rural 

bank limited has over the years also engage in all this important role of credit creation 

by way of advancing loan. Since it inceptions credit, the bank has extended credit 

facility to a wide variety of customers, the problem with loan default is not different 

from Akatakyiman rural bank‟s operations. The bank has also been devising various 

means of addressing this anomaly. The researcher will attempt to use logistic regression 

analysis to determine some risk factors influencing loan default among customers in 

Akatakyiman rural bank ltd. 

 

1.3 Objectives of the Study 

The main objective of the study is to fit a logistic regression model of the repayment 

status of the loan customers data  in Akatakyiman rural bank. 

The Specific objective is;  

1. To determine the risk(s) factors that have impact on  repayment status of 

the loan customers. 

 

1.4 Significance of the Study.  

The study has been necessitated by the quest for an in depth research work in the area of 

banking in Ghana. The following has particularly influenced the choice of the topic. 

1. Recent development in the banking sector couple with its ripple effects on the 

capital market. 

2. The spate of new financial institution emerging the Ghanaian economy coupled 

with continuous reliance on bank loans to capital investment. 
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3. The general increase in granting of loan facilities by all banking institution in the 

Ghanaian economy. 

 

1.5 Methodology of the Study 

The tool used in the research analysis includes logistic regression model. SPSS will also 

be used in the data analysis. 

     1.5.1 Source of Data  

The data was collected from the credit department of the bank, since they keep records 

of all the banks loans customers and other relevant information. It was for a period of 

four (4) years (i.e. 2006-2010), the relevant data for the research were Repayment 

Status, Age,  Marital Status, Sex, Security, Town  dummy, Interest Rate, Type of Loan 

and Educational Level of all the customers.   

     1.5.2 Assumption Associated with Data Collection 

The loans that were not paid within the repayment period were assumed to be defaulted. 

Although some of them are in the long run realized within an extended period and others 

are written off. i.e. loss. Also, collaterals used for security such as plots of land, office 

properties, building properties, assignment of account receivable e.t.c were assumed to 

be mortgaged. 

 

1.6 Limitations 

 Due to time constraint, cost and objectives of the study, secondary data instead of 

primary data was used. The data collection was a sample of all the loan customers of the 

bank. Data was collected from all the bank‟s five branches, since all loans were accessed 
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through their main office. Due to difficulty in the collection of the data, the data was 

obtained for only 100 customers of the bank during the period 2006-2010. 

 

1.7 Organization of the Thesis 

The purpose of the research is to model factors influencing loan default among 

customers in Akatakyiman rural bank.  

In Chapter One, which is the introduction, deals generally with the background of the 

study, statement of the problem, objective of the study, significance of the study, 

methodology, limitation, assumptions and organization of the thesis.  

Chapter Two deals with the review of related literature on loan default. Chapter Three 

deals with the methodology used in the study. Chapter Four, focuses on the data 

analysis.  

Finally, Chapter Five deals with the summary, discussions and conclusions of all the 

findings.   
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                           CHAPTER TWO 

                     LITERATURE REVIEW 

The financial institutions generally serves as financial intermediaries. It is their functions 

to mobilize funds savers by issuing to them their own securities. This form of asset 

transformation is required to ensure that funds are moved from surplus economic units to 

deficits economic units within the economy. These institutions, like any other business 

organization, have some risks to manage before they can successfully achieve their aim 

and objectives, which are almost always profit oriented. Non-performing Loans (NPLs) 

generally refer to loans which for a relatively long period of time do not generate 

income; that is the principal and/or interest on these loans has been left unpaid for at 

least 90 days; Caprio and Klingebiel, (1999). Non-performing Loans (NPLs) could also 

occur when the amortization schedules are not realized as at when due resulting in over-

bloated loan interest due for payments. 

NPLs reduce the liquidity of banks, credit expansion; it slows down the growth of the 

real sector with direct consequences on the performance of banks, the firm which is in 

default and the economy as a whole. According to the theory of finance, there are 

various risks facing financial institutions. They include: credit risk, liquidity risk, market 

risk, operating risk, reputation risk and legal risk. The system is highly sensitive while 

the activities of the operators need to be conducted within the laid down and agreed rules 

and procedures, in order to achieve a reasonable level of efficiency. (Ibid) 

 

NPLs have become contemporary issues in credit management and undoubtedly the new 

frontier in finance the accumulation of NPLs is generally attributable to a number of 

factors, including economic down turns and macroeconomic volatility, terms of trade 
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deterioration, high interest rates, excessive reliance on overly high-priced inter-bank 

borrowings, insider lending and moral hazard Goldstoin and Turner, (1996).  

 

deServigny and Renault, (2004) submitted that NPLs has taken a new dimension in 

finance just as interest rate and asset and liability management were 15 years ago. 

Because of mounting pressure of NPLs on bank's balance sheets and incessant bank 

failures, the Central Bank of Nigeria's Prudential Guidelines (1990) and subsequent 

reviews subsume credit facilities into loans, advances, overdrafts, commercial papers, 

banker's acceptances, bills discounted, leases, guarantees, and other loss contingencies 

connected with a bank's credit risks. The activities of these credits in terms of frequency 

of repayment or inability to repay same have further made it possible to group them into 

performing and non-performing credit facilities.  

 

From the view of Elaine, (2007), NPLs or credit risk encapsulates the potential loss in 

the event of credit deterioration or default of a borrower. Thus a sound credit appraisal 

of loans is very important to the creditor. As argued by Dorfman, (1998), bankers 

required an understanding of credit standards, the process by which credit worthiness 

and credit structure are analyzed, decision-making techniques, negotiation, follow-up 

and problem resolution, in order to effectively manage credit risk. Abolo, (1999) 

supported Dorfman's assertion and presented his own principles of lending under three 

headings, that is, safety, suitability and profitability of credit, which equally compel 

bankers to follow the lending rules. Although credit depends on good faith, and no 

matter the amount of confidence that parties have on each other, it does not reduce the 

importance of scrutiny of these loan portfolios where good faith has been violated either 
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deliberately or inadvertently. Thus, the lenders must search for and avoid dishonest 

borrowers.  

This involves sound credit analysis, which Nwankwo, (1991) describes as the process of 

assessing the risk of lending to a business or individual against the benefits to accruable 

from such investment.  The benefits can be direct, such as interest earnings and possibly 

deposit balances required as a condition of the loan or indirect, such as initiation or 

maintenance of a relationship with the borrower, which may provide the bank with 

increased deposits and with demand for a variety of bank services. He argues further that 

credit risk assessment has two aspects. One is qualitative, and generally the more 

difficult; and the other is quantitative. To evaluate the qualitative risk, the loan officer 

has to gather and appraise information on the borrower's record of financial 

responsibility, determine his true or correct need for borrowing, identify the risks facing 

the borrower's business under current and prospective economic and political situations, 

and estimate the degree of his commitment regarding the payment. To estimate the 

financial viability of a portfolio, banks should not only limit their analysis to project 

evaluation techniques alone, but also by evaluating all credit risks that could become 

threats to the overall performance of such a portfolio.  

Schall and Halley, (1980) outlined the key indicators for loan analysis as capacity, 

collateral, capital, condition and character. He concludes that lending involves the 

creation and management of risk assets and is an important task of bank management. 

While being the highest earning asset, the loan portfolio is also the most illiquid and 

most risky of banks' operation. The fiscal costs of these impaired loans are important as 

well, and vary with the scope and length of the crisis; Cortavarria Luis, et al. (2000). 

NPLs are the most common causes of bank failures. This has made all regulatory 
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institutions to prescribe minimum standards for credit risk management. The basis of 

sound credit risk management is the identification of the existing and potential risks 

inherent in lending activities. Measures to counteract these risks normally comprise 

clearly defined policies that express the bank's credit risk management philosophy and 

the parameters within which credit risk is to be controlled. 

 

 deServigny and Renault, (2004) opined that specific credit risk management measures 

typically include three kinds of policies. One set of policies include those aimed to limit 

or reduce credit risk, such as policies on concentration and large exposure, adequate 

diversification, lending to connected parties, or over-exposure. The second set includes 

policies of asset classification which expose a bank to credit risk. The third set include 

policies of loss provisioning or the making of allowances at a level adequate to absorb 

anticipated loss-not only on the loan portfolio, but also on all other assets that are 

sensitive to losses. 

 

In a research submitted by Jorgensen, (2007) prepared for American Agricultural 

Economics Associations undergraduate research paper competition on the default of 

loans granted to farm credit customers, the researcher was interested in whether 

customers default because farm credit customers prefer lower interest rates or higher 

patronage payments. A farm credits service of East Central Oklahoma (FCSECO) is part 

of a nation-wide cooperative that supplies financing for full time and part time farmers. 

FCSECO not only makes loans to farmers but because it is a cooperative, its 

members/borrowers also benefit from what is known as the patronage payment. The 

patronage payment is a way of distributing farm credit‟s benefits to its members/ 
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borrowers. Since FCSECO is customer focused and customer-driven it is essential that 

the FCSECO Board of Directors knows their customer base and what they desire as a 

customer. It would benefit FCSECO to determine the sustainability between patronage 

payment and fixed interest rates. 

A conjoint survey was conducted on random FCSECO customers. After performing an 

OLS regression analysis, the results illustrated that the average FCSECO customer 

values a higher patronage payment more than a lower fixed interest rate on a given loan. 

This information is valuable to the FCSECO Board of Directors because it shows which 

attribute the average FCSECO customer has a preference towards. Since the average 

FCSECO customer greatly values the patronage payment, the FCSECO Board of 

Directors could use the patronage payment to its advantage in securing new loans. This 

study uses conjoint analysis to determine the trade-off between these two attributes; 

Hudson, (2007). 

Within the survey that was used to determined the substitutability between fixed interest 

rate and patronage payment, FCSECO customers were able to rate their desirability 

concerning these two attributes. Regression analysis was then used to determine the 

relative importance of the two attributes, Mankiw, (2003) fixed interest rate and 

patronage payment. The regression analysis results will show the substitutability 

between the two attributes based on the preference of the average FCSECO customer. 

Furthermore, the result will show if the average FCSECO customer prefers a higher 

patronage payment or a lower fixed interest rates on real estate loans. 

𝑌𝑖 ,𝑚 = 𝛼 + 𝛽1 𝐼𝑁𝑇 𝑖,𝑚 + 𝛽2 𝑃𝐴𝑇 𝑖,𝑚 + 𝑒 ∀𝑖=1,2,…174; 𝑚=1,2…,9                   

The equation above is the regression model used to determine the substitutability 

between fixed interest rates and patronage payment. The Y represents the predicted 
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utility of the average FCSECO customer. The INT stands for the fixed interest rates 

variable and PAT stands for the patronage payment variable. The letter i represent the 

number of surveys used and the letter m represent the number of questions the customer 

were asked to rank their desirability. Find the predicted utilities using different variables 

of fixed interest rates and patronage payment will show which attributes is more 

desirable. Using the data from the desirability    question will allow the FCSECO Board 

of Directors to see which attributes the average FCSECO customer desires more.    

  

A research to Islamic financial institutions in 28 countries by Khan and Ahmed, (2001) 

find that credit risk is found highest in Musharakah (3.69 from a score of 5) followed by 

Mudarabah (3.25). Their findings highlights that the bankers perceive profit-and –loss 

sharing (PLS) modes to have higher credit risk. Mark-up risk is found highest in 

product- deferred contracts of Istina (3.57).  

 

Sundararajan and Errico, (2002) opine that while PLS modes may shift the direct credit 

risk of Islamic banks to their investment depositors, they may also increase the overall 

degree of risk of the asset side of banks‟ balance sheet since the assets under this mode 

are uncollaterised. Their deductive intuition is that in principles, the ratio of riskier 

assets to total assets should typically be higher in an Islamic bank than in conventional 

bank.   

 

Samad and Hasan, (1999) study on Malaysian Islamic banking reveals that Bank Islam 

performance of risk from 1984-1997 in risky business measured by debt-equity ratio 

(DER), debt to total Assets (DTAR) and Earning Multiplier (EM) increased over the 
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years. DER and EM are significantly related to profitability. In comparison with two 

conventional banks; Bank Pertanian and Perwira Affin Bank, Bank Islam risk indicators 

are lower. The reason for low risk of the Islamic bank is that its investment in 

government securities is much larger than the conventional banks.    

 

In a study over 1984-1994 period, Makiyan, (2003) found that in the Iranian Islamic 

banking system, the supply of loan is significantly dependant on the changes in total 

deposits, the changes in the rate of inflation and the changes the time lags of the 

variables but it is not related to the changes in the expected rate of return on loans 

assigned to various economic sectors.    

 

As for conventional banks, (Brewer, Jackson and Mondschean, 1996) found that loan 

sectors are associated with risk. Fixed-rate mortgage loans, investment in service 

corporations and real estate loans are found to be significant but negatively related to 

risk.  Non-fixed rate mortgage loan is however, significant and positively related to risk.   

(Berger and DeYoung, 1997) find lagged risk-weighted asset (RWA) is significantly and 

positively related to credit risk measured by NPL to total loans. They rationalized that a 

relatively risky loan portfolio will result in higher NPLs. Lagged Capital measured by 

equity capital to total assets shows mixed results. For thinly capitalized banks, lagged 

Capital coefficient estimate is significantly but negatively related to risk. This finding 

supports the moral hazard hypothesis, and suggests that, on an average, thinly 

capitalized banks take more risky loans, which potentially could lead to higher NPLs   
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LLP (loan loss provision to average loans outstanding) has been identified in banking 

literature as a proxy for credit risk Rose, 1(996).  Ahmed, (1998) found LLP to be 

positive and is significantly associated with NPL. Hence, a higher LLP indicates an 

increase in risk and deterioration in loan quality.   

 

On the other hand, Lending is a risky enterprise because repayment of loans can seldom 

be fully guaranteed. Generally, in spite of the importance of loan in agricultural 

production, its acquisition and repayment are fraught with a number of problems 

especially in the small holder farming Awoke, (2004). It is reported in empirical studies 

that large rate of default has been a perennial problem in most agricultural credit 

schemes organized or supported by governments. Most of the defaults arose from poor 

management procedures, loan diversion and unwillingness to repay loans. For this 

reason, lenders devise various institutional mechanisms aimed at reducing the risk of 

loan default (pledging of collateral, third-party credit guarantee, use of credit rating and 

collection agencies, etc.). In the context of providing credit to the rural asset-poor, what 

is required is institutional innovation that combines prudent and sustainable banking 

principles with effective screening and monitoring strategies that are not based on 

physical collateral (such as land).   

 

Koopahi and Bakhshi, (2002) used a discriminant analysis to identifying defaulter 

farmers from Non-defaulters of agricultural bank recipients in Iran. Results showed that 

use of machinery, length of repayment period, bank supervision on the use of loan had 

significant and positive effect on the agricultural credit repayment performance. On the 

other hand incidence of natural disasters, higher level of education of the loan recipient 
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and length of waiting time for loan reception had a significant and negative effect on 

dependent variable.  

 

Deng et al., (1996) developed an empirical, option-based model of homeowner‟s default 

behavior, in a proportional hazard framework. These authors simulate probabilities of 

default and default costs on zero-down payment loans and then compare the results with 

conventional underwriting standards. They estimate that, if low-income borrowers are 

enticed by zero-down payment requirements and if no adjustment for the higher default 

rates is made, the cost of the implicit subsidy would amount from $74,000 to $87,000 

per million dollars of lending.  

 

Quercia et al., (1995) show that a lower loan-to-value (LTV) ratio at the time of 

origination (i.e., higher down payment) leads to lower default rates for rural, low-income 

borrowers. These authors focused on the 1981 Farmers Home Administration Section 

502 program and show that, while contemporaneous equity value in rural low-income 

mortgage loans is not associated with default, crisis events are; Van Order et al., (2000) 

find, however, that the default behavior of both low- income and average-income groups 

is responsive to negative contemporaneous equity, while default rates and default losses 

are higher for low-income borrowers. Moreover, the influence on credit risk of 

individual and neighborhood income is small for LTV less than 80 percent, but it ranges 

from 15 up to 50 basis points for very high LTV ratios. Enticing low-income mortgage 

borrowers with lower down payment requirements thus increases the risk of default. 
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Oladeebo, (2008) examined socio-economic factors influencing loan repayment among 

small scale farmers in Ogbomoso agricultural zone of Oyo State of Nigeria. Results of 

multiple regression analysis showed that amount of loan obtained by farmers; years of 

farming experience with credit use and level of education were the major factors that 

positively and significantly influenced loan repayment. A main strategy of governments 

in developing countries like Iran is help to develop the rural areas and increase 

agricultural production through investment in the sector, so farmer's access to credit and 

direct to productive investment projects seems to be required. One of the Iranian 

financial institutes that play an important role in financing agriculture sector is 

Agricultural Bank. This bank is the main institutions of formal agricultural credit supply 

in Iran that can direct agricultural credit flow such that helps general economic policies 

of government. So duty of agricultural bank includes financing farmers and related 

industries and participation in activities which private sector can‟t invest in it. A main 

part of financial resources of Agricultural Bank comes through recovery of overdue 

granted credits while lending activity for banking system is accompanied with some 

risks and problems. Although in Khorasan-Razavi province of Iran, 64 percent of total 

credit demand of farmers in 2006 is covered by agricultural bank but it is not 

investigated how received credit has been repaid and which factors influencing on 

repayment behavior of farmers. Thus in this study, in order to adopt further proportional 

policies, the role of socio-economic factors in repayment behavior of farmers for last 

received loan from agricultural bank has been identified. 

In-person exit counseling is strongly related to default behavior. Borrowers at Texas 

A&M who receive exit counseling through in-person contact with a counselor have a 1.3 

percent default rate, while borrowers who do not receive in-person counseling have an 
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11.1 percent default rate. However, in-person exit counseling might owe much of its 

association with default to the fact that nearly everyone who graduates receives in-

person exit counseling, but few borrowers who do not graduate receive it; Steiner and 

Teszler (2003).   

 

According to Oni O.A et al., (2005)  study on factors influencing loan default among 

poultry farmers in Ijebu Ode Local Government Area of Ogun State Nigeria; the result 

from the probit model revealed that flock size of the farmers significantly influence 

default in loan repayment at (P < 0.10) level. Age of the farmers significantly influence 

default in loan repayment at (P < 0.01) level, while Educational level and Income of the 

farmers also significantly influence default in loan repayment at (P < 0.05) level.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

 

A study of University of Texas at Austin borrowers found that the highest degree 

attained accounted for 27 percent of the variation in default behavior in the study, the 

most of any variable in the study. The variable with the second greatest impact on 

defaults – number of credit hours failed – accounted for 21 percent of the variation in 

default behavior;  Thein and Herr, (2001). 

 

In the study conducted by Hooman Mansoori, (2009) on factors affecting loan 

repayment performance of farmers in Khorasan-Razavi Province of Iran, he found that 

using a logit model and a cross sectional data of 175 farmers of Khorasan-Razavi   

province in 2008, the results showed that loan interest rate is the most important factor 

affecting repayment of agricultural loans. Farming experience and total application costs 

are the next factors, respectively. 



27 
 

 

Researchers speculate that GPA may serve as a proxy for ability and motivation, traits 

associated with success in later life as well as in college; Volkwein and Szelest, (1995).  

College experience and success variables are those that occur in college and which the 

college, the borrower, or both have some ability to affect. These characteristics include 

college major, academic achievement, transfer status, educational goals of the student, 

financial support, and degree completion; Volkwein et al., (1998). 

 

From Yegorova et al., (2000) research on a successful loan default prediction model for 

small business, a total of 117 variables representing loan characteristics were initially 

examined, and a series of practical screening methods were used to isolate the more 

statistically relevant variables for predicting loan default. Only the most statistically 

significant variables with an economically "correct" sign were then used to build a 

binary logistic regression model. Three ratios, the current liabilities/current assets, the 

sales/gross margin, and the equity/working capital were found to be highly significant in 

predicting loan default. The resulting model correctly predicted 87% of bad loans.  

 

The reason for the correlation between college success and default behavior is unknown; 

however, it is possible that the hard work and responsibility that result in college success 

are established habits that carry over to other responsibilities in students‟ lives, such as 

loan repayment. Also, borrowers who achieve success in college will most likely obtain 

better positions in the job market and be in a better position to repay their loans after 

they leave school; Steiner and Teszler, (2003). 

 



28 
 

In a study of Texas A&M University students, borrowers who did not graduate had a 

nearly 14 percent default rate while borrowers who did graduate had less than a 2 

percent default rate. The study further indicates that borrowers who obtain degrees have 

low default rates no matter what type of degree (Bachelor of Science, Bachelor of Arts, 

etc.) they get; Steiner and Teszler, (2003). 

 

In a study of California borrowers, failure to complete the academic program was one of 

the strongest predictors of default among all types of students; Woo, (2002). Flint‟s 

study, which was national, found that among student academic characteristics, only GPA 

was related to repayment, such that higher GPAs are associated with avoidance of 

default; Flint, (1997). 

 

A study of non-federally guaranteed loans extended to law school students in the early 

1990s challenges the notion that there are institutional as well as borrower explanations 

for default. In this study, variables associated with borrower characteristics, such as 

ethnicity and family income, were entered first into the model followed by institutional 

variables. The study found that, after taking into account the characteristics a student 

brought with him or her to postsecondary study, very little predictiveness was added to 

the model by also taking into account the characteristics and practices of the school the 

borrower attended. That is to say, this study found default is primarily related to 

borrower willingness and ability to repay, not to anything the institution is doing; 

Monteverde, (2000). 
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Despite earlier studies to the contrary, there is little evidence that institutional 

characteristics have an impact on default. Rather, loan repayment and default behavior 

can mostly be predicted by the characteristics of individual borrowers, including choice 

of major, performance in college, and subsequent post college achievement and 

behavior. Staying in college, earning good grades, completing a degree, getting and 

staying married, and not having dependent children are all actions that lower the 

likelihood of default; Volkwein and Szelest, (1995). 
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CHAPTER THREE 

METHODOLOGY 

The main objective of the study is to fit a logistic regression model of some factors that 

influences loan default payment among customers in Akatakyiman Rural Bank limited. 

In this study, secondary data was collected from the credit department of the bank  on 

customers who either defaulted or not  in the loan facilities they had accessed (Yes/No) 

thus, Repayment Status. This variable will be used as the dependent variable in the 

analysis. The set of predictors (independent variables) includes sex, age, marital status, 

security used as collateral, town dummy educational level, Interest Rate and Type of 

Loan. 

Due to the importance of the techniques to the analysis, this chapter is devoted to a brief 

review of logistic regression analysis. Further details of this technique can be seen in 

Applied Logistic Regression 2
nd

 Edition by Hosmer and Lemeshow, (2000), 

Introduction to Categorical Data Analysis 2
nd

 Edition by Alan Agresti, (2007) and 

Linear Statistical Inference 2
nd

 Edition by Rao C.R , (1973). 

 

3.1 SIMPLE LOGISTIC REGRESSION MODEL  

Regression methods have become an integral component of any data analysis concerned 

with describing the relationship between a response and one or more explanatory 

variables. It is often the case that the outcome variable is discrete, taking on two or more 

possible values. Over the last decades the logistic regression model has become in many 

fields, the standard method of analysis in this situation. Before beginning a study of 

logistic regression it is important to understand that the goal of an analysis using this 

method is the same as that of any model-building technique used in statistics; to find the 
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best fitting and most parsimonious, yet biologically reasonable model to describe the 

relationship between an outcome (dependent or response) variable and a set of 

independent (predictor or explanatory) variables. These independent variables are often 

called covariates. The most common example of modeling and one assumed to be 

familiar is the usual linear regression model where the outcome is assumed to be 

continuous. 

What distinguishes a logistic regression model from the linear regression model is that 

the outcome variable in logistic regression is binary or dichotomous. This difference 

between logistic and linear regression is reflected both in the choice of a parametric 

model and in the assumptions. Once this difference is accounted for, the methods 

employed in an analysis using logistic regression follow the same general principles 

used in linear regression. Thus the technique used in linear regression analysis will 

motivate our approach to logistic regression. 

The first difference concerns the nature of the relationship between the outcome and 

independent variables. In any regression problem the key quantity is the mean value of 

the outcome variable given the value of the independent variable. This quantity is called 

the conditional mean and will be expressed as “𝐸 𝑦/𝑥 ” where y denote the outcome 

variable and x denote a value of independent variable. The quantity 𝐸 𝑦/𝑥  is read “the 

expected value of y given the value of x”. In linear regression it can be assume that this 

mean may be expressed as an equation linear in x (or some transformation of x or y) 

such as 

𝐸 𝑦/𝑥 = 𝛽° + 𝛽1𝑥                                       (3.1) 
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This expression implies that it is possible for 𝐸 𝑦/𝑥  to take on any value as x ranges 

between−∞ 𝑎𝑛𝑑 + ∞. 

With dichotomous data, the conditional mean must be greater than or equal to zero and 

less than or equal to 1. (i.e. 0 ≤ 𝐸 𝑦/𝑥 ≤ 1). 

It means that this mean approaches zero and 1 “gradually”. The change in the 𝐸 𝑦/

𝑥  per unit change in x becomes progressively smaller as the conditional mean gets 

closer to zero and 1. An S-shaped curve is produced by the function. It also resembles a 

plot of a cumulative distribution of a random variable. It should not seem surprising that 

some well-known cumulative distributions have used to provide a model for 𝐸 𝑦/𝑥  in 

the case when y is dichotomous. The model that will be used is the logistic distribution. 

 

Many distribution functions have been proposed for use in the analysis of a dichotomous 

outcome variable. Cox and Snell, (1989) discussed some of these issues in literature. 

There are two primary reasons for choosing the logistic distribution. First, from a 

mathematical point of view, it is an extremely flexible and easily used function and 

second, it lends itself to a clinically meaningful interpretation. 

In order to simplify notation, the quantity 𝜋 𝑥 = 𝐸 𝑦/𝑥  is used to represent the 

conditional mean of y given x when the logistic distribution is used. The specific form of 

the logistic regression model used is; 

𝜋 𝑥 =
𝑒𝛽°+𝛽1𝑥

1 + 𝑒𝛽°+𝛽1𝑥
                                                   (3.1) 

A transformation of 𝜋 𝑥  that is central to our study of logistic regression is the logit 

transformation. This transformation is defined in terms of 𝜋 𝑥  as; 
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𝑔 𝑥 = 𝑙𝑛  
𝜋 𝑥 

1 − 𝜋 𝑥 
 = 𝛽° + 𝛽1𝑥           3.1𝑎 

The importance of this transformation is that 𝑔 𝑥  has many of the desirable properties 

of a linear regression model. The logit 𝑔 𝑥 , is linear in its parameters, may be 

continuous and many range from −∞ 𝑎𝑛𝑑 + ∞ depending on the range of x. 

In the linear regression model an assumption that an observation of the outcome variable 

may be expressed as 𝑦 = 𝐸 𝑦/𝑥 + 𝜀 is made. The quantity 𝜀 is called the error and 

expresses an observation‟s deviation from the conditional mean. The most common 

assumption is that 𝜀 follows a normal distribution with mean zero and some variance 

that is constant across levels of the independent variable. It follows that the conditional 

distribution of the outcome variable given x will be normal with mean 𝐸 𝑦/𝑥 , and 

variance that is constant. This is not the case with a dichotomous outcome variable. In 

this situation the value of the outcome variable given x may expressed as 𝑦 = 𝜋 𝑥 + 𝜀. 

Here the quantity 𝜀 may assume one of the two possible values. If 𝑦 = 1 then 𝜀 = 1 −

𝜋 𝑥  with probability 𝜋 𝑥 , and if 𝑦 = 0 then 𝜀 = −𝜋 𝑥  with probability 1 − 𝜋 𝑥 . 

Thus, 𝜀 has a distribution with mean zero and variance equal to 𝜀 = 𝜋 𝑥  1 − 𝜋 𝑥  . 

That is, the conditional distribution of the outcome variable follows a binomial 

distribution with probability given by the conditional mean, 𝜋 𝑥 . 

 

3.1.1 FITTING THE SIMPLE LOGISTIC REGRESSION MODEL 

Assuming a sample of n independent observations of the pair   𝑥𝑖 ,𝑦𝑖 , 𝑖 = 1,2, … , 𝑛, 

where 𝑦𝑖  denotes the value of a dichotomous outcome variable and 𝑥𝑖  is the value of the 

independent variable for the 𝑖𝑡  subject. Furthermore, assume that the outcome variable 

has been coded as 0 or 1, representing the absence or the presence of a characteristic, 
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respectively. To fit the logistic regression model in equation (3.1) to a set of data 

requires the values of 𝛽° 𝑎𝑛𝑑 𝛽1, the unknown parameters are estimated. 

The general method of estimation that leads to the least squares function under the linear 

regression model (when the error terms are normally distributed) is called maximum 

likelihood. This method will provide the foundation for our approach to estimation with 

the logistic regression model. In a very general sense the method of maximum likelihood 

yields values for the unknown parameters which maximize the probability of obtaining 

the observed set of data. In order to apply this method, firstly, a function, called the 

likelihood function must be constructed. This function expresses the probability of the 

observed data as a function of the unknown parameters. The maximum likelihood 

estimators of these parameters are chosen to be those values that maximize this function. 

Thus the resulting estimators are those which agree most closely with the observed data. 

Now the description of how to find these values from the logistic regression model is 

necessary. 

If y is coded as 0 or 1 when the expression for 𝜋 𝑥  given in equation (3.1) provides (for 

an arbitrary value of 𝛽 =  𝛽°,𝛽1 , the vector of parameters) the conditional probability 

that y is equal to 1 given x. This will be denoted as 𝑃(𝑦 =  1 𝑥). It follows that the 

quantity 1 − 𝜋 𝑥  gives the conditional probability that y is equal to zero given x, 

as 𝑃 𝑦 =  0 𝑥 . Thus, for those pairs 𝑥𝑖𝑦𝑖 , where 𝑦𝑖 = 1, the contribution to the 

likelihood function is 𝜋 𝑥 ,  and those pairs where 𝑦𝑖 = 0,   the contribution to the 

likelihood function is 1 − 𝜋 𝑥 , where the quantity 𝜋 𝑥𝑖  denotes the value of 𝜋 𝑥  

computed at 𝑥𝑖 . A convenient way to express the contribution to the likelihood function 

for the pair 𝑥𝑖𝑦𝑖  is through the expression 
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𝜋 𝑥𝑖 
𝑦𝑖  1 − 𝜋 𝑥𝑖  

1−𝑦𝑖                                        (3.2) 

Since the observations are assumed to be independent, the likelihood function is 

obtained as the product of the terms given in equation (3.2) as follows: 

𝑙 𝛽 =  𝜋 𝑥𝑖 
𝑦𝑖  1 − 𝜋 𝑥𝑖  

1−𝑦𝑖

𝑛

𝑖=1

                   (3.3) 

The principle of maximum likelihood states that we use as our estimate of 𝛽 the value 

which maximizes the expression in equation (3.3). However, it is easier mathematically 

to work with the log of equation (3.3). This expression, the log likelihood, is defined as 

𝐿 𝛽 = ln 𝑙 𝛽  =   𝑦𝑖 ln[ 𝜋  𝑥𝑖 ] +  1 − 𝑦𝑖 ln[1 − 𝜋 𝑥𝑖 ] 

𝑛

𝑖=1

                              (3.4) 

To find the value of 𝛽 that maximizes 𝐿 𝛽  we differentiate 𝐿 𝛽  with respect to 

𝛽° 𝑎𝑛𝑑 𝛽1 and set the resulting equations to zero. These equations, known as the 

likelihood equations, are: 

  𝑦𝑖 − 𝜋 𝑥𝑖  = 0                                    3.5  

And 

 𝑥𝑖  𝑦𝑖 − 𝜋 𝑥𝑖  = 0                                  (3.6) 

In equations (3.5) and (3.6),  the summation is over the i varying from 1 to n.  

For logistic regression the expressions in equations (3.5) and (3.6) are nonlinear 

in 𝛽° 𝑎𝑛𝑑 𝛽1, and thus require special method for their solution. These methods are 

iterative in nature and have been programmed into available logistic software. For the 

moment these iterative methods needs not to be concerned about and will be viewed as a 

computational detail taken care of for us. 
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The value of 𝛽 given by the solution to equations (3.5) and (3.6) is called the maximum 

likelihood estimate and will be denoted as 𝛽 . In general, the use of the symbol ^ denotes 

the maximum likelihood estimate of the respective quantity. For example, 𝜋  𝑥𝑖  is the 

maximum likelihood estimate of 𝜋 𝑥𝑖 . This quantity provides an estimate of the 

conditional probability that y is equal to 1, given that x is equal to 𝑥𝑖  

 

3.1.2 TESTING FOR THE SIGNIFICANCE OF THE LOGISTIC REGRESSION  

COEFFICIENTS 

After estimating the coefficients, our first look at the fitted model commonly concerns 

an assessment of the significance of the variables in the model. This usually involves 

formulation and testing of a statistical hypothesis to determine whether the independent 

variables in the model are significant. The method for performing this test is quite 

general and differs from one type of model to the next only in the specific details. We 

begin by discussing the general approach for a single independent variable. The 

multivariate case will be discussed in the subsequent sections. 

 

One approach to testing for the significance of the coefficient of a variable in any model 

relates to the following question. Does the model that includes the variable in question 

tell us more about the outcome (or response) variable than a model that does not include 

that variable? This question is answered by comparing the observed values of the 

response variable to those predicted by each of the two models; first with and the second 

without the variable in question. The mathematical function used to compare the 

observed and predicted values depends on the particular problem. If the predicted values 
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with the variable in the model are better, or more accurate in some sense, than when the 

variable is not in the model, then we feel that the variable in question is “significant”. It 

is important to note that we are not considering the question of whether the predicted 

values are an accurate representation of the observed values in an absolute sense (this 

would be called goodness-of-fit). Instead, our question is posed in a relative sense. 

Compare observed values of the response variable to predicted values obtained from 

models with and without the variable in question. In logistic regression comparison of 

the observed to predicted values is based on the log likelihood function defined in 

equation (3.4). To better understand this comparison, it is helpful conceptually to think 

of an observed value of the response variable as being a predicted value resulting from a 

saturated model. A saturated model is one that contains as many parameters as there are 

data points.  

The comparison of the observed to predicted values using the likelihood function is 

based on the following expression: 

𝐷 = −2𝑙𝑛  
 𝑙𝑖𝑘𝑒𝑙𝑖𝑜𝑜𝑑 𝑜𝑓 𝑡𝑒 𝑓𝑖𝑡𝑡𝑒𝑑 𝑚𝑜𝑑𝑒𝑙 

 𝑙𝑖𝑘𝑒𝑙𝑖𝑜𝑜𝑑 𝑜𝑓 𝑡𝑒 𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑒𝑑 𝑚𝑜𝑑𝑒𝑙 
                                  (3.7) 

The quantity inside the large bracket in the equation (3.7) above is called the likelihood 

ratio. Using the minus twice it log is necessary to obtain a quantity whose distribution is 

known and can therefore be used for hypothesis testing purposes. Such a test is called 

the likelihood ratio test. Using equations (3.4) and (3.7) becomes 

D = −2  yiln  
π i

yi
 +  1 − yi ln  

1 − π i

1 − yi
  

n

i=1

                                     3.8  

Where 𝜋 𝑖 = 𝜋  𝑥𝑖 . 
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The statistic D, in equation (3.8) is called the deviance by some authors and plays a 

central role in some approaches to assessing goodness-of-fit.  

Furthermore, in a setting where the values of the outcome variables are either 0 or 1, the 

likelihood of the saturated model is 1. Specifically, it follows from the definition of a 

saturated model that 𝜋 𝑖 = 𝑦𝑖  and the likelihood is 

𝑙 𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑒𝑑 𝑚𝑜𝑑𝑒𝑙 =  𝑦𝑖
𝑦𝑖 ×  1 − 𝑦𝑖 

 1−𝑦𝑖 = 1

𝑛

𝑖=1

 

Thus it follows from equation (3.7) that the deviance is  

𝐷 = −2 ln 𝑙𝑖𝑘𝑒𝑙𝑖𝑜𝑜𝑑 𝑓𝑜𝑟 𝑡𝑒 𝑓𝑖𝑡𝑡𝑒𝑑 𝑚𝑜𝑑𝑒𝑙                                     (3.9) 

For purposes of assessing the significance of an independent variable the value of D 

with independent variable is compared with the value of D without the independent 

variable in the equation. The change in D due to the inclusion of the independent 

variable in the model is obtained as: 

𝐺 = 𝐷 𝑚𝑜𝑑𝑒𝑙 𝑤𝑖𝑡𝑜𝑢𝑡 𝑡𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 − 𝐷 𝑚𝑜𝑑𝑒𝑙 𝑤𝑖𝑡 𝑡𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 . 

Because the likelihood of the saturated model is common to both values of D being 

differenced to compute G, it can be expressed as 

G = −2ln  
 model without the variable 

 model with the variable 
                                3.10  

For specific case of a single independent variable, it is easy to show that when the 

variable is not in the model, the maximum likelihood estimate of 𝛽° =  ln(𝑛1 𝑛°)  

where 𝑛1 =  𝑦𝑖  and 𝑛° =  (1 − 𝑦𝑖) and the predicted value is constant, 𝑛1 𝑛 . In this 

case, the value of G is: 

𝐺 = −2𝑙𝑛  
 
𝑛1

𝑛  
𝑛1

 
𝑛0

𝑛  
𝑛0

 𝑦𝑖
𝑦𝑖 ×  1 − 𝑦𝑖 

 1−𝑦𝑖 𝑛
𝑖=1

                               (3.11) 
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Or 

𝐺 = 2    𝑦𝑖 ln 𝜋 𝑖 +  1 − 𝑦𝑖 ln 1 − 𝜋 𝑖 − 𝑛1 ln 𝑛1 + 𝑛0 ln 𝑛0 

𝑛

1

− 𝑛𝑙𝑛 𝑛               3.12  

Under the hypothesis that 𝛽1 is equal to zero, the statistic G follows a chi-square 

distribution with 1 degree of freedom. Additional mathematical assumptions are also 

needed; however, for the above case they are rather nonrestrictive and involve having a 

sufficiently large sample size, n. The symbol 𝑥2 𝑣   is use to denotes a chi-square 

random variable with v degrees of freedom. 

The calculation of the log likelihood and the likelihood ratio test are standard features of 

all logistic regression software. This makes it easy to check for the significance of the 

addition of new terms to the model. In the simple case of a single independent variable, 

a model containing only the constant term is first fit, then a model containing the 

independent variable along with the constant is next fit. This gives rise to new log 

likelihood. The likelihood ratio test is obtained by multiplying the difference between 

these two values by -2. 

 

Two other similar, statistically equivalent tests have been suggested in literature. These 

are the Wald test and the Score test. The assumptions needed for these tests are the same 

as those of the likelihood ratio test in equation (3.11) 

 

The Wald test is obtained by comparing the maximum likelihood estimate of the slope 

parameter,𝛽 1, to an estimate of its standard error. The resulting ratio, under the 
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hypothesis that 𝛽1 = 0, will follow a standard normal distribution. While we have not 

yet formally discussed how the estimates of the standard errors of the estimated 

parameters are obtained, they are routinely printed out by computer software. Thus Wald 

test is computed as; 

𝑊 =
𝛽 1

𝑆𝐸 (𝛽 1)
                               (3.13) 

The likelihood ratio statistic and its corresponding squared Wald statistic give 

approximately the same value in very large samples; so if one‟s study is large enough, it 

will not matter which statistic is used. 

Nevertheless, in small to moderate samples, the two statistics may give very different 

results. Statisticians have shown that the likelihood ratio statistic is better than the Wald 

statistic in such situations. So, when in doubt, it is recommended that the likelihood ratio 

statistic be used. However, the Wald statistic is somewhat convenient to use because 

only one model, the full model, needs to be fit. 

 

A test for the significance of a variable which does not require these computations is the 

Score test. Proponents of the Score test cite this reduced computational effort as its 

major advantage. Use of the test is limited by the fact that it cannot be obtained from 

some software packages. The Score test is based on the distribution theory of the 

derivatives of the log likelihood. In general, this is a multivariate test requiring matrix 

calculations which will be discussed in subsequent sections. 

In the univariate case, this test is based on the conditional distribution of the derivative 

in equation (3.6), given the derivative in equation (3.5). In this case, we can write down 

an expression for the score test. The test uses the value of equation (3.6), computed 
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using 𝛽° = 𝑙𝑛(𝑛1 𝑛°)  and  𝛽1 = 0. As noted earlier, under the parameter values, 

𝜋 = 𝑛1 𝑛 = 𝑦 .  Thus, the left-hand side of equation (3.6) becomes   𝑥𝑖  𝑦𝑖 − 𝑦  . It may 

be shown that the estimated variance is 𝑦 (1 − 𝑦 )   𝑥𝑖 − 𝑥  2. The test statistic for the 

Score test (ST) is 

𝑆𝑇 =
 𝑥𝑖

𝑛
𝑖=1  𝑦𝑖 − 𝑦  

 𝑦 (1 − 𝑦 )   𝑥𝑖 − 𝑥  2𝑛
𝑖=1

 

 

3.1.3 CONFIDENCE INTERVAL ESTIMATION 

An important adjunct to testing for significance of the model, discussed earlier is 

calculation and interpretation of confidence intervals for parameters of interest. As is the 

case in linear regression we can obtain these for the slope, intercept and the “line” (i.e. 

the logit). In some settings it may be of interest to provide interval estimates for the 

fitted values (i.e. the predicted probabilities)  

 

The basis for construction of the interval estimators is the same statistical theory we 

used to formulate the tests for significance of the model. In particular, the confidence 

interval estimators for the slope and intercept are based on their respective Wald tests. 

The endpoints of a   

100 1 − 𝛼 % Confidence interval for the slope coefficient is 

𝛽 1 ± 𝑧
1−

𝛼
2
𝑆𝐸  𝛽 1                                         (3.14) 

and for the intercept they are 

𝛽 0 ± 𝑧
1−

𝛼
2
𝑆𝐸  𝛽 0                                         (3.15) 
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Where 𝑧1−
𝛼

2
 is the upper 100 1 − 𝛼 % point from the standard normal distribution and 

 𝑆𝐸 (.) denotes a model-based estimator of the standard error of the respective parameter 

estimator. 

The logit is the linear part of the logistic regression model and as such is most like the 

fitted line in a linear regression model. The estimator of the logit is  

𝑔  𝑥 = 𝛽 ° + 𝛽 1𝑥                      (3.16) 

The estimator of the variance of the estimator of the logit requires obtaining the variance 

of a sum. In this case it is 

𝑣𝑎 𝑟 𝑔  𝑥  = 𝑣𝑎 𝑟 𝛽 ° + 𝑥2𝑣𝑎 𝑟 𝛽 1 + 2𝑥 𝑐𝑜 𝑣 𝛽 °𝛽 1                (3.17) 

In general the variance of a sum is equal to the sum of the variance of each term and 

twice the covariance of each possible pair of terms formed from the components of 

sums. The endpoints of a 100 1 − 𝛼 % Wald-based confidence interval for the logit are 

𝑔  𝑥 ± 𝑧
1−

𝛼
2
𝑆𝐸  𝑔  𝑥                                   3.18  

Where 𝑆𝐸  𝑔  𝑥   is the positive square root of the variance estimator in (3.17) 

 

3.2 THE MULTIPLE LOGISTIC REGRESSION MODEL 

Consider a collection of p independent variables denoted by the vector𝑥′ =

(𝑥1, 𝑥2 …𝑥𝑝). For the moment we will assume that each of these variables is at least 

scale. Let the conditional probability that the outcome is present be denoted by 𝑃  𝑌 =

1 𝑥 = 𝜋(𝑥). The logit of the multiple logistic regression model is given by the equation 

𝑔 𝑥 = 𝛽° + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑝𝑥𝑝                                 3.19  

in which case the logistic regression model is: 
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𝜋 𝑥 =
𝑒𝑔(𝑥)

1 + 𝑒𝑔(𝑥)
                                (3.20)                                                  

If some of the independent variables are discrete, nominal scale variables such as race, 

sex, marital status and so forth, it is inappropriate to include them in the model as if they 

were interval scale variables. The number used to represent the various levels of these 

nominal scale variables are merely identifiers and have no numeric significance. In this 

situation the method of choice is to use a collection of design variables (dummy 

variable). For instance if one of the independent variables is Educational level which has 

been coded as “High”, “Low” and “Other”. In this case, two design variables are 

necessary. One possible coding strategy is that when the respondent is “High” the two 

design variables D1 and D2, would both be set equal to zero, when the respondent is 

“Low”, D1 would be set equal to 1 while D2 would still equal to 0; when the level of 

education of the respondent is “Other”, we would use D1= 0 and D2=1.  

 

Most logistic regression software will generate design variables and some programmes 

have a choice of several different methods. 

In general, if a nominal scaled variable has k possible values, then k-1 design variables 

will be needed. This is true since, unless stated otherwise, all of our models have a 

constant term. To illustrate the notation used for design variables, suppose that the j
th

 

independent variable xj has kj levels. The kj-1 design variables will be denoted as Djl and 

the coefficients for these design variables will be denoted as 𝛽jl, 𝑙 = 1,2, … , 𝑘𝑗 − 1. 

Thus, the logit for a model with p variables and the j
th

 variable being discrete would be  

𝑔 𝑥 = 𝛽° + 𝛽1𝑥1 +  𝛽𝑗𝑙𝐷𝑗𝑙 +

𝑘𝑗−1

𝑙=1

𝛽𝑝𝑥𝑝      
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3.2.1 FITTING THE MULTIPLE LOGISTIC REGRESSION MODEL 

Assume that we have a sample of n independent observations  𝑥𝑖 , 𝑦𝑖 , 𝑖 = 1,2, … , 𝑛. As 

in the univariate case, fitting the model requires that we obtain estimates of the 

vector 𝜷′ =  𝜷°, 𝜷𝟏,…,𝜷𝒑 . The method of estimation used in the univariate situation will 

be employed in the multivariate case – maximum likelihood. The likelihood function is 

nearly identical to that given in equation (3.3) with the only change being that 𝜋 𝑥  is 

defined as in equation (3.20). There will be 𝑝 + 1 likelihood equations that are obtained 

by differentiating the log likelihood function with respect to the 𝑝 + 1 coefficients. The 

likelihood equations that result may be expressed as follows: 

  𝑦𝑖 − 𝜋 𝑥𝑖  = 0

𝑛

𝑖=1

 

and 

 𝑥𝑖𝑗  𝑦𝑖 − 𝜋 𝑥𝑖  = 0 𝑓𝑜𝑟 𝑗 = 1,2, … , 𝑝

𝑛

𝑖=1

 

As in the univariate model, the solution of the likelihood equations requires special 

software that is available in most, if not all, statistical packages. Let 𝜷  denote the 

solution to these equations. Thus, the fitted values for the multiple logistic regression 

model are 𝜋  𝑥𝑖 , the value of the expression in equation (3.20) computed using 𝜷  and 

𝑥𝑖 .  

In the previous section only a brief mention was made of the method for estimating the 

standard errors of the estimated coefficients. Now that the logistic regression model has 

been generalized both in concept and notation to the multivariate case, we consider 

estimation of the standard errors in more detail. 
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The method of estimating the variance and covariance of the estimated coefficients 

follows from well-defined theory of maximum likelihood estimation (Rao (1973). This 

theory states that the estimators are obtained from the matrix of second partial 

derivatives of the log likelihood function. These partial derivative have the following 

general form 

𝜕2𝐿(𝛽)

𝜕𝛽𝑗
2 = − 𝑥𝑖𝑗

2 𝜋𝑖(1 −

𝑛

𝑖=1

𝜋𝑖)                       (3.21) 

and 

𝜕2𝐿 𝛽 

𝜕𝛽𝑗
2 = − 𝑥𝑖𝑗𝑥𝑖𝑙𝜋𝑖(1 −

𝑛

𝑖=1

𝜋𝑖)                           (3.22) 

𝑓𝑜𝑟 𝑗, 𝑙 = 0,1,2, … , 𝑝  where 𝜋𝑖  denotes 𝜋 𝑥𝑖 . Let the  𝑝 + 1 ×  𝑝 + 1  matrix 

containing the negative of the terms given in equations (3.21) and (3.22) be denoted 

as𝐈 𝛃 . This matrix is called the observed information matrix. The variances and 

covariances of the estimated coefficients are obtained from the inverse of this matrix 

which we denote as 𝑉𝑎𝑟 𝛽 = 𝐈−𝟏 𝛃 . Except in very special cases it is not possible to 

write down an explicit expression for the elements in this matrix. Hence, we will use the 

notation 𝑉𝑎𝑟 𝛽𝑗   to denote the 𝑗𝑡  diagonal element of this matrix, which is the variance 

of 𝛽 𝑗 , and covariance 𝐶𝑜𝑣 𝛽𝑗 , 𝛽𝑙  to denote an arbitrary off-diagonal element, which is 

the covariance of β j and  β l. The estimators of the variances and covariances, which will 

be denoted by 𝑉𝑎 𝑟(𝛽 ) are obtained by evaluating 𝑽𝒂𝒓 𝜷  𝑎𝑡 𝜷 .  We will use 

𝑽𝒂 𝒓 𝜷 𝒋 𝒂𝒏𝒅 𝑪𝒐𝒗 𝜷 𝒋,𝜷 𝒍 , 𝑗, 𝑙 = 0,1,2, … , 𝑝 to denote the values in this matrix. 

For the most part, we will have occasion to use only the estimated standard errors of the 

standard coefficients, which we will denote as 
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𝑆𝐸  𝛽 𝑗  =   𝑽𝒂 𝒓 𝜷 𝒋                                                   3.23  

for j = 0,1,2, … , p. We will use this notation in developing methods for coefficient 

testing and confidence interval estimation. 

 

A formulation of the information matrix which will be useful when discussing model 

fitting and assessment of fit is 𝐼  𝛽  = 𝑋′𝑉𝑋 where X is an 𝑛 𝑏𝑦 𝑝 + 1 matrix containing  

the data for each subject, and V is an n by n diagonal matrix with general element 

𝜋 𝑖(1 − 𝜋 𝑖). That is, the matrix X is 

𝑋 =  

1 𝑥11 … 𝑥1𝑝

1
⋮

𝑥21

⋮

…
…

𝑥2𝑝

⋮
1 𝑥𝑛1 … 𝑥𝑛𝑝

  

and the matrix V is 

𝑉 =  

𝜋 1(1 − 𝜋 1)             0                  … 0
0
⋮
  

𝜋 2(1 − 𝜋 2) 
0

        
…
⋱

0
⋮

0      …                       0 𝜋 𝑛(1 − 𝜋 𝑛) 

  

 

3.2.2 TESTING FOR THE SIGNIFICANCE OF THE MODEL 

Once we have fit a particular multiple (multivariable) logistic regression model, we 

begin the process of model assessment. As in the univariate case presented in section 

3.1, the first step in this process is usually to assess the significance of the variables in 

the model. The likelihood ratio test for overall significance of the p coefficients for the 

independent variables in the model is performed in exactly the same manner as in the 

univariate case. The test is based on the statistic G given in equation (3.10). The only 

difference is that the fitted values 𝜋 , under the model are based on the vector containing 
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𝑝 + 1 parameters 𝜷 . Under the null hypothesis that the p “slope” coefficients for the 

covariates in the model are equal to zero, the distribution of G will be chi-square with p 

degrees of freedom. 

Before concluding that any or all of the coefficients are nonzero, we may wish to look at 

the univariate Wald test statistics,  

𝑊𝑗 =
𝛽 𝑗

𝑆𝐸 (𝛽 𝑗 )
   

The multivariable analog of the Wald test is obtained from the following vector-matrix 

calculation: 

W = β ′ Va r β   
−1

β  

=   β ′(X′VX)β , 

 which will be distributed as chi-square with 𝑝 + 1 degrees of freedom under the 

hypothesis that each of the 𝑝 + 1 coefficients is equal to zero. 

 

Then multivariable analog of the Score test for the significance of the model is based on 

the distribution of the p derivatives of 𝐿(𝛽) with respect to 𝛽. The computation of this 

test is of the same order of complication as the Wald test. 

 

3.2.3 CONFIDENCE INTERVAL ESTIMATION 

We discussed confidence interval estimators for the coefficients, logit and logistic 

probabilities for the simple logistic regression model in subsection 3.1.3. The method 

used for confidence interval estimators for a multiple variable model is essentially the 

same. 
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The confidence interval estimator for the logit is a bit more complicated for the multiple 

variable model than the result presented in equation (3.18). The basic idea is the same, 

only there are now more terms involved in the summation. It follows from (3.19) that a 

general expression for the estimator of the logit for a model containing p covariates is  

𝑔  𝑥 = 𝛽 ° + 𝛽 1𝑥1 + 𝛽 2𝑥2 + ⋯ + 𝛽 𝑝𝑥𝑝                              3.24  

An alternative way to express the estimator of the logit in (3.24) is through the use of 

vector notation as   𝑔  𝑥 = 𝑥′𝛽 , where the vector𝛽′ =  𝛽 °, 𝛽 1,…,𝛽 𝑝  denotes the 

estimator of the 𝑝 + 1 coefficients and the vector 𝑥′ = 𝑥0 , 𝑥1, 𝑥2,…,𝑥𝑝  represents the 

constant and a set of values of the p – covariates in the model, where 𝑥0 = 1. It follows 

from (3.17) that an expression of the variance of the estimator of the logit in (3.24) is 

𝑣𝑎 𝑟 𝑔  𝑥  =  𝑥𝑗
2

𝑝

𝑗=0

𝑣𝑎 𝑟 𝛽 𝑗  +   2𝑥𝑗𝑥𝑘  𝑐𝑜 𝑣 𝛽 𝑗𝛽 𝑘 

𝑝

𝑘=𝑗+1

𝑝

𝑗=0

                         3.25  

We can express this result much more concisely by using the matrix expression for the 

estimator of the variance of the estimator of the coefficients. From the expression for the 

observed information matrix, we have that  

𝑣𝑎 𝑟 𝛽  =  X′VX −1                                   3.26  

It follows from (3.26) that an equivalent expression for the estimator in (3.25) is 

𝑣𝑎 𝑟  𝑔  𝑥   = 𝑥′𝑣𝑎 𝑟 𝛽  𝑥                    3.27  

 

3.3 INTERPRETATION OF THE FITTED LOGISTIC REGRESSION MODEL 

After fitting a model the emphasis shifts from the computation and assessment of 

significance of the estimated coefficients to the interpretation of their values. Strictly 
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speaking, an assessment of the adequacy of the fitted model should precede any attempt 

at interpreting it. 

The interpretation of any fitted model requires that we be able to draw practical 

inferences from the estimated coefficients in the model. The question being addressed is: 

What do the estimated coefficients in the model tell us about the research questions that 

motivated the study? 

For most models this involves the estimated coefficients for the independent variable in 

the model. On occasion, the intercept coefficient is of interest but this is the exception, 

not the rule. The estimated coefficients for the independent variable represent the slope 

(i.e. rate of change) of a function of the dependent variable per unit of change in the 

independent variable. Thus interpretation involves two issues: determining the 

functional relationship between the dependent variable and the independent variable and 

appropriately defining the unit of change for the independent variable. 

 

The first step is to determine what function of the dependent variable yields a linear 

function of the independent variables. This is called the link function.  

In the logistic regression model the link function is the logit transformation 𝑔 𝑥 =

𝑙𝑛 𝜋 𝑥  1 − 𝜋 𝑥    = 𝛽0 + 𝛽1𝑥. 

 

In the logistic regression model, the slope coefficient represents the change in the logit 

corresponding to a change of one unit in the independent variable (i.e. 𝛽1 = 𝑔 𝑥 + 1 −

𝑔(𝑥). Proper interpretation of the coefficient in a logistic regression model depends on 

being able to place meaning on the difference between two logit. 
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3.3.1 DICHOTOMOUS INDEPENDENT VARIABLE 

We begin our consideration of the interpretation of logistic regression coefficients with 

the situation where the independent variable is nominal scale and dichotomous (i.e. 

measured at two levels). This case provides the conceptual foundation for all the other 

situations. 

We assume that the independent variable, x, is coded as either zero or one. The 

difference in the logit for a subject with x = 1 and x = 0 is 𝑔 1 − 𝑔 0 = 𝛽0 + 𝛽1 −

𝛽0 = 𝛽1. 

The algebra shown in this equation is rather straightforward. We present it in this level 

of detail to emphasize that the first step in interpreting the effect of a covariate in a 

model is to express the desired logit difference in terms of the model. In this case the 

logit difference is equal to 𝛽1. In order to interpret this result we need to introduce and 

discuss measure of association termed the odds ratio. 

The possible values of the logistic probabilities may be conveniently displayed in a 

2 × 2 as shown in Table 3.1.  

Table 3.1 Values of the Logistic Regression Model When the Independent Variable 

Is Dichotomous 

                                                                        Independent Variable (X) 

Outcome Variable (Y)                               𝑥 = 1                                     𝑥 = 0                                 

𝑦 = 1                                                𝜋 1 =
𝑒𝛽0+𝛽1

1+𝑒𝛽0+𝛽1
                     𝜋 0 =

𝑒𝛽0

1+𝑒𝛽0
 

 𝑦 = 0                                               1 − 𝜋 1 =
1

1+𝑒𝛽0+𝛽1
            1 − 𝜋 0 =

1

1+𝑒𝛽0
 

          Total                                                      1.0                                           1.0 
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The odds of the outcome being present among individuals with 𝑥 = 1 is defined as 

𝜋 1  1 − 𝜋 1   . Similarly, the odds of the outcome being present among individuals 

with x = 0 is defined as π 0  1 − π 0   . The odds ratio, denoted OR, is defined as 

the ratio of the odds for 𝑥 = 1 to the odds for 𝑥 = 0, and is given by the equation 

𝑂𝑅 =
𝜋 1  1 − 𝜋 1   

𝜋 0  1 − 𝜋 0   
                                          (3.28) 

Substituting the expression for the logistic regression model shown in Table 3.2 into 

(3.28) we obtain: 

𝑂𝑅 =
 

𝑒𝛽0+𝛽1

1 + 𝑒𝛽0+𝛽1
  

1
1 + 𝑒𝛽0+𝛽1

  

 
𝑒𝛽0

1 + 𝑒𝛽0
  

1
1 + 𝑒𝛽0

  

 

=
𝑒𝛽0+𝛽1

𝑒𝛽0
 

= 𝑒 𝛽0+𝛽1 −𝛽0  

= 𝑒 𝛽1  

Hence, for logistic regression with dichotomous independent variable coded 1 and 0, the 

relationship between the odds ratio and the regression coefficient is  

𝑂𝑅 = 𝑒𝛽1                                          3.29  

Nevertheless, if the coding scheme is different from the (0, 1) then the odds ratio 

formula needs to be modified, but for the purpose of this study all the dichotomous 

variables will be coded using the (0, 1) coding scheme. 

 

The simple relationship between the coefficient and the odds ratio is the fundamental 

reason why logistic regression has proven to be such a powerful analytic research tool. 

The odds ratio is a measure of association which has found a wide use, especially in 



52 
 

epidemiology, as it approximates how much more likely (or unlikely) it is for the 

outcome to be present among those with 𝑥 = 1 than among those with 𝑥 = 0. 

 

The interpretation given for the odds ratio is based on the fact that in many instances it 

approximates a quantity called the relative risk. This parameter is equal to the ratio 
𝜋(1)

𝜋(0)
. 

 It follows from (3.28) that the odds ratio approximates the relative risk 

if  1 − 𝜋 0   1 − 𝜋 1   ≈ 1. This holds when 𝜋 𝑥  is small for both 𝑥 = 1 and 0. 

A 100 1 − 𝛼 % confidence interval (CI) estimate for the odds ratio is obtained by first 

calculating the endpoint of a confidence interval for the coefficient,  𝛽1, and then 

exponentiating these values. In general, the endpoints are given by the expression 

𝑒𝑥𝑝  𝛽 1 ± 𝑍
1−

𝛼
2

 × 𝑆𝐸 (𝛽 1)  

Because of the importance of the odd ratio as a measure of association, many software 

packages automatically provide point and confidence interval estimates based on the 

exponentiation of each coefficient in a fitted logistic regression model. These quantities 

provide estimates of odds ratios of interest in only few special cases (e.g. a dichotomous 

variable coded zero or one that is not involved in any interactions with other variables). 

 

3.3.2 CONTINUOUS INDEPENDENT VARIABLE 

When a logistic regression model contains a continuous independent variable, 

interpretation of the estimated coefficient depends on how it is entered into the model 

and the particular units of the variable. For purposes of developing the method to 

interpret the coefficient for continuous variable, we assume that the logit is linear in the 

variable. 
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Under the assumption that the logit is linear in the continuous covariate, x, the equation 

for the logit is 𝑔 𝑥 = 𝛽0 + 𝛽1𝑥. It follows that the slope coefficient, 𝛽1 gives the 

change in the log odds for an increase of “1” unit in x, that is 𝛽1 = 𝑔 𝑥 + 1 − 𝑔(𝑥) for 

any value of x. Most often the value of “1” is not clinically interesting. Hence, to 

provide a useful interpretation for a continuous scale covariate we need to develop a 

method for point and interval estimation for an arbitrary change of “c” uints in the 

covariate. The log odds ratio for a change of c units in x is obtained from the logit 

difference 𝑔 𝑥 + 𝑐 − 𝑔 𝑥 = 𝑐𝛽1 and the associated odds ratio is obtained by 

exponentiating this logit difference, 𝑂𝑅 𝑐 = 𝑂𝑅 𝑥 + 𝑐, 𝑥 = exp(𝑐𝛽1). An estimate 

may be obtained by replacing 𝛽1 with its maximum likelihood estimate 𝛽 1. An estimate 

of the standard error needed for confidence interval estimation is obtained by 

multiplying the estimated standard error of 𝛽 1  by c. Hence the endpoints of the 100 1 −

𝛼 % confidence interval (CI) estimate of 𝑂𝑅 𝑐  are 

𝑒𝑥𝑝  𝑐𝛽 1 ± 𝑍
1−

𝛼
2

 × 𝑐𝑆𝐸 (𝛽 1)  

Since both the point estimate and endpoints of the confidence interval depends on the 

choice of c, the particular value of c should be clearly specified in all tables and 

calculations 

In summary, the interpretation of the estimated coefficient for a continuous variable is 

similar to that of nominal scale variables: an estimated log odds ratio. The primary 

difference is that a meaningful change must be defined for the continuous variable. 
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3.4 PEARSON CHI-SQUARE GOODNESS OF FIT TEST OF INDEPENDENCE 

The Chi-square test is a statistical test that can be used to test the hypothesis of no 

association between two variables. The Chi-square test statistic is given by 

𝜒2 =
   𝑜𝑖𝑗 −𝑒𝑖𝑗  

2𝑐
𝑗=1

𝑟
𝑖=1

𝑒𝑖𝑗
                                   (3.30) 

where 𝑒 𝑖 ,𝑗   is the expected cell frequency for the (𝑖𝑗)𝑡   cell. It can be shown that, 

𝑒 𝑖 ,𝑗  =
 𝑅𝑖×𝐶𝑗  

𝑛
                                                  (3.31) 

With the  𝑟 − 1  𝑐 − 1  degrees of freedom. 

It is also assumed that when the observations in a cell is less than 5, the Chi-square test 

might lose it strength. 

 

3.5 COCHRAN ARMITAGE TREND TEST 

The Cochran-Armitage test for trend, named for William Cochran and Peter Armitage, is 

used in categorical data analysis when the aim is to assess for the presence of an 

association between a variable with two categories and a variable with k categories. It 

modifies the chi-square test to incorporate a suspected ordering in the effects of the k 

categories of the second variable.  

The trend test is applied when the data take the form of a 2 × k contingency table. 

The trend test statistic is given by; 

𝑇 ≡  𝑡𝑖 𝑁1𝑖𝑅2 − 𝑁2𝑖𝑅1 
𝑘
𝑖=1                                  (3.32) 

where the ti are weights, and the difference 𝑁1𝑖𝑅2 − 𝑁2𝑖𝑅1 be seen as the difference 

between 𝑁1𝑖  and 𝑁2𝑖  after reweighting the rows to have the same total. 

http://en.wikipedia.org/wiki/William_Gemmell_Cochran
http://en.wikipedia.org/wiki/Peter_Armitage
http://en.wikipedia.org/wiki/Data
http://en.wikipedia.org/wiki/Association_(statistics)
http://en.wikipedia.org/wiki/Chi-square_test
http://en.wikipedia.org/wiki/Contingency_table
http://en.wikipedia.org/wiki/Test_statistic
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The hypothesis of no association (the null hypothesis) can be expressed as: 

Pr( 𝐴 = 1 𝐵 = 1 = ⋯ Pr( 𝐴 = 1 𝐵 = 𝑘  

Assuming this holds, then, using iterated expectation,  

𝐸 𝑇 = 𝐸(𝐸 𝑇 𝑅1, 𝑅2 = 𝐸 0 = 0                                 

The variance can be computed by decomposition, yielding 

𝑉𝑎𝑟  𝑇 =
𝑅1𝑅2

𝑁
  𝑡𝑖

2𝐶𝑖(𝑁 − 𝐶𝑖
𝑘
𝑖=1  − 2   𝑡𝑖𝑡𝑗

𝑘
𝑗=𝑖+1

𝑘−1
𝑖=1 𝐶𝑖𝐶𝑗               (3.33) 

and as a large sample approximation, 

.
𝑇

 𝑉𝑎𝑟  (𝑇)
~𝑁(0,1) 

The weights ti can be chosen such that the trend test becomes locally most powerful for 

detecting particular types of associations.  

 Interpretation and role 

The trend test will have higher power than the chi-square test when the suspected trend 

is correct, but the ability to detect unsuspected trends is sacrificed. The trend test 

exploits the suspected effect direction to increase power, but this does not affect the 

sampling distribution of the test statistic under the null hypothesis. Thus, the suspected 

trend in effects is not an assumption that must hold in order for the test results to be 

meaningful. 

 

http://en.wikipedia.org/wiki/Null_hypothesis
http://en.wikipedia.org/wiki/Expected_value#Iterated_expectation
http://en.wikipedia.org/wiki/Variance#Decomposition
http://en.wikipedia.org/wiki/Statistical_power
http://en.wikipedia.org/wiki/Statistical_power
http://en.wikipedia.org/wiki/Null_hypothesis
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3.6 SUMMARY 

In summary, we described how to fit simple and multiple logistic regression models, 

described the three test procedures, the likelihood ratio test, the Wald test and the Score 

test. We have also described how to compute the odds ratio for an arbitrarily coded 

single exposure variable that may be dichotomous. 

We have also shown how to obtain interval estimates for odds ratios obtained from a 

logistic regression. In particular, we have described confidence interval formula. We 

have also described how to interpret the fitted logistic regression model for both 

dichotomous independent variable and continuous independent variable 

Finally, we have described the Pearson Chi-square goodness of fit test of independence 

and the Cochran Armitage trend Test. 
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CHAPTER FOUR 

ANALYSIS 

This chapter seeks to analyze the factors that influence customer‟s ability to repay loans 

from data in appendix 2. This will be done by exploring relationship between some 

variables and also by using binary logistic regression analysis with the help of SPSS.  

 

An important objective of the study is to model repayment status. That is to regress 

repayment status on some predictor variables. Repayment Status is a categorical 

variable, therefore the ordinary regression approach is not appropriate. For this reason 

we resort to binary regression technique. This technique, as discussed earlier in chapter 

three (3) is appropriate when the response variable is categorical. 

Repayment Status is categorical because it comprises Yes/No, thus whether respondents 

defaulted or not the loan accessed. As a result the response variable is suitable for not 

just any logistic regression but a binary logistic regression. 

Using SPSS, the result of the binary regression of repayment status on  type of security, 

age, marital status, city dummy and education level are displayed in appendix. An 

extract of this is shown. 
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Exploring the Relationship between Amount Approved and the Type of Loan. 

Fig.4.1: A Bar Graph Showing the Sum of Amount Approved Against Type of 

Loan 

 

From Figure 4.1 above, it shows the distribution of Amount Approved to customers by 

the Type of Loan Accessed. It can be seen that among the types of loans, commercial 

loan was given the highest total amount approved to customers which is GH¢ 38810.00, 

followed by personal loan which also recorded GH¢ 27,500.00. Transport loan was the 

third highest with a total amount approved as GH¢ 23,520.00. Finally, Agric loan 

recorded the least amount approved which was GH¢ 15, 170. 
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Table 4.1: Frequency distribution of Variables 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From  table 4.1: we observed 16% of the loan customers applied for Agric Loan, 41% 

applied for Commercial Loan, 25% applied for Personal Loan and 18% applied for 

Transport Loan. About 36% of the customers were given Loan with an interest rate of 

24%, 39% were given loan with an interest rate of 30%, 17%  were given loan with an 

interest rate of 35% and only 8% were given loan with an interest rate of 38%. About 

34% customers used personal guarantee as security for their loans whiles 66% of the 

customers used mortgages as collaterals for their loans. About 58% of the customers 

      Variable                                                            Frequency  

Loan Type    Agric                                       16 

                     Commercial                                           41  

                     Personal                                       25 

                    Transport                         18 

Interest         24%                          36 

Rate              30%                                                       39 

                      35%                                                      17 

                      38%                                                       8 

Security        MO                                                       34 

                      PG               66 

Marital          M                                                          92                                                   

Status            N                8 

Educ.            High             24 

Level            Low                76 

Town-           K              58 

Dummy         N               42 

Sex                F              42 

                      M               58 
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were regarded to be descendents of Komenda where the bank‟s main office is located 

and 42% of the  customers were from the other four branches of the bank which is 

outside Komenda. About 58% of the customers were males while  42% were females.  

Finally, it is seen, about 92% of the customers were married whiles the remaining 8% 

were unmarried  

 

From appendix I, it is seen that, among the customers who accessed loan during the 

2006-2010 fiscal year, the youngest customer was 21 years whiles the oldest customer 

was 60 years. And on the average customers who were about 42 years accessed most of 

the loan. Taking into consideration the number of years the customer has been operating 

with the bank, it was realize that the average years customers have been operating with 

the bank is 10 years with the minimum years being 2 years whiles the maximum years 

customers has operated with bank is 20 years. 

 

Chi-square Test for Independence 

Table 4.2: Type of Loan versus Repayment Status 

From Table 4.1, in the test of independence between the Loan Type and Repayment 

Status, the Pearson Chi-square test of Independence value obtained is 16.450 with 

            Repayment Status 

                                                        No                    Yes                          Total 

Loan Type    Agric                         2                        14                            16 

                     Commercial             20                        21                    41 

                    Personal         19              6                    25 

                    Transport                    7                       11                   18 

Total          48             52                  100 
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degree of freedom 3. P-value  = 0.0001 which is less than 0.05. This means that the 

ability of a customer to default or otherwise of a loan depends on the Loan Type applied 

for.  

 

COCHRAN-ARMITAGE TREND TEST 

[Sum of scores from population <no       >] 

 

         Min          Max         Mean      Std-dev     Observed   Standardized 

        12.00        81.00        46.56        4.627        50.00        0.7435 

 

Exact Inference: 

    One-sided p-value: Pr {   Test Statistic .GE. Observed} =      0.2632 

                       Pr {   Test Statistic .EQ. Observed} =      0.0653 

    Two-sided p-value: Pr {| Test Statistic - Mean | 

                            .GE.  | Observed - Mean |         =      0.5183 

    Two-sided p-value: 2*One-Sided                      =      0.5264 

Objective: To determine if increase in interest rate places an increasing risk of loan 

default repayment. Using an exact trend test. 

From the Cochran Armitage Trend Test output, the P-value  = 0.2632 which is greater 

than 0.05. This means that an increase in interest rate given on a customer‟s loan does 

not increase the risk of loan default payment. 
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Table 4.3: Security versus Repayment Status 

 

From Table 4.3, in the test of independence between the Security and Repayment Status, 

the Pearson Chi-square test of Independence value obtained is 5.760 with degree of 

freedom 1. The P-value  = 0.0016 which is less than 0.05. This means that the ability of 

a customer to default or otherwise of a loan depends on the type of security offered as 

collateral .  

 

From appendix I, it is seen that the Chi-square test of Independence between Town-

Dummy and Repayment Status, Marital Status and Repayment Status, Sex and 

Repayment Status and Educational Level and Repayment were not significant. This 

means that the ability of a customer to default or otherwise of a loan applied for does not 

depend on the Town-dummy, Marital Status, Sex and Educational Level of the 

customer. 

TABLE 4.4: OMNIBUS TEST OF MODEL COEFFICIENTS 

                                         Chi-square        df                     P-value                                                                                                                                                                                                                             

Step 31.345 14 0.001 

Block 31.345 14 0.001 

Model                            31.345 14 0.001 

 

            Repayment Status 

                                                        No                    Yes                          Total 

Security     MO                            22                        12                           34 

                   PG                             26                       40                           66  

Total          48           52                100 
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Considering the table 4.4 above, where the model (set of predictor variables) is tested. 

The Omnibus Test of Model Coefficients gives us an overall indication of how well the 

model performs, over and above the results obtained for Block 0, with none of the 

predictors entered into the model. This is referred to as the „goodness of fit‟ test. For this 

set of result we want a highly significant value (the Sig. value should be less than 0.05).  

 

For the Hosmer and Lemeshow Test for goodness of fit table in appendix I, a Chi-square 

value 6.800 a P- value of 0.558 was reported. This test indicates that the model is good. 

 

TABLE 4.5: CLASSIFICATION TABLE 

 

 

 

 

 

 

From the result in table 4.5, indicates how well the model is able to predict the correct 

category (default/no default) for each case. Thus the model correctly classified 71.0 per 

cent of cases overall. Here, the model correctly classified 65.0 per cent of the customers 

who did default in loan repayment. The specificity of the model is the percentage of the 

group without the characteristics of interest (no default in loan repayment) that is 

correctly identified. Here the specificity is 77.1 per cent (customers with no default in 

loan repayment correctly predicted not to have defaulted by the model). 

 

           Predicted             

                                                       Repayment Status                  percentage  

                                                        No                    Yes                         Correct 

Repayment Status       No               37             14 77.1 

                                    Yes       18 34 65.0

  

Overall Percentage                                                                                      71.0 
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Table 4.6: PARAMETER ESTIMATES 

                       Estimates         Std. error      Wald            df           P-value          𝑒𝛽  

Intercept             2.975            0 .981             2.254           1    0.133           19.589 

Age                   -0.027             0.039             0.483           1              0.487           0.973                           

Sex(1)                -0.097            0.600             0.026   1              0.872           0.908 

 Marital_status   -0.514           0.884             0.338   1              0.561            0.598 

Educ_level         -0.360           0.690            0.272   1              0.602 0.698 

Security             -2.927            1.104            7.033   1 0.008 0.054 

Years                  0.000             0.073 0.000   1 0.998           1.000 

Town                 -0.729            0.615          1.404   1 0.236 0.482 

Loan Type(1)     1.554            0.987           2.476   1 0.116 4.729 

Loan Type(2)     1.075            1.008      1.139   1 0.286 2.931 

Loan Type(3)    -1.451            0.746           3.784              1             0.052           0.234 

 

From  table 4.6, the fitted logistic regression equation is 

 𝜋  𝑃𝑠 = 1/𝑥 =
𝑒(2.975−2.927𝑆+1.554 𝐿𝑇  1 +1.075 𝐿𝑇(2)−1.451𝐿𝑇(3))

1 + 𝑒(2.975−2.927𝑆+1.554 𝐿𝑇  1 +1.075 𝐿𝑇(2)−1.451𝐿𝑇(3))
 

  

And the logit model; 

𝑙𝑜𝑔𝑖𝑡 (𝑃𝑠 = 1/𝑥) = 2.975 − 2.927𝑆 + 1.554 𝐿𝑇  1 + 1.075 𝐿𝑇(2) − 1.451𝐿𝑇(3) 

 

Where 

Ps  - Repayment Status S - Security  

LT - Loan Type 
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Table 4.6 gives us information about the contribution or importance of each of predictor 

variables. The test that is used here is known as the Wald test, and the test statistic for 

each predictor variable is seen in the column labeled Wald. These are variables that 

contribute significantly to the predictive ability of the model. It is seen that two of the 

variables were significant the Type of security used as collateral for the loan and the 

Type of Loan assessed. The factors influencing whether a customer defaulted a loan 

repayment are  Security and the Type of Loan assessed. Marital Status and Sex, Age, 

Educational Level, Town, Years the customer has been operating with the bank did not 

contribute significantly to the model.  

 

 Another useful piece of information in the parameter estimates table is provided in the 

𝑒𝛽  column. These values are the odds ratios (OR) for each of the independent variables.  

Taking Transport loan as the reference group, the odds of a customer defaulting in a loan 

repayment is 0.234 times higher for a customer who was given Personal loan  than for a 

customer who was given a Transport Loan, all other factors being equal. 

 

To conclude, the odds of a customer defaulting in a loan repayment is 0.054 times higher 

for a customer who used mortgage as collateral than for a customer who used personal 

guarantee, all other factors being equal. 
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CHAPTER FIVE 

SUMMARY, CONCLUSIONS AND RECOMMENDATIONS  

 Summary 

The findings from the data available to the researcher for the purpose of the study 

indicates that, among the various types of loans accessed, Commercial loan was given 

the highest amount approved, it was followed by Personal loan, then Transport loan and 

Agric loan was given the lowest amount approved for the period 2006-2010 fiscal year. 

 

It was observed that from the Pearson Chi-square test of independence, Type of Loan 

and Security were dependent on the Repayment Status whiles Sex, Marital Status, 

Educational Level and Town Dummy were independent on Repayment Status of the 

customer. The Cochran Armitage Trend Test which was performed to determine if 

increase in interest rate places an increasing risk of loan default repayment showed that 

an increase in interest rate does not place an increasing risk of loan default repayment. 

 

It was clear that the from the interpretation of the SPSS output of the binary logistic 

regression model, Security and  Type of Loan were the factors which significantly 

influenced whether a customer defaulted a loan repayment whiles Sex,  Marital Status, 

Educational Level, years the customer has been operating with the bank and Town did 

not contribute significantly to the model. 

 

The role of the banking institution as a financial intermediaries in the Ghana financial 

sector  cannot be overemphasized. Over the past decade the proliferation of foreign 

banks into the economy is an attestation to the fact that Ghana has become an important 
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player in the financial circles. These banks play numerous roles, the most prominent 

being credit creation. Despite the noble idea of facilitating the growth of the economy 

these banks are fraught with the non-payment of loans that turn to cripple their 

operations. 

 

Akatakyiman Rural Bank Ltd is one of the many rural banks operating in Ghana and are 

advancing loans of various types to their customers with a special dispensation to the 

rural sector. The bank has been able to perform this responsibility creditably.  

Record from the banking industry indicate that there have been apparent and inherent 

difficulties with the repayment of loans by customers once the loan have been advanced. 

Over the years the loan default rate has been on the ascendancy with all banks being 

victims of these seemingly bad practice. 

 

With Akatakyiman Rural Bank Ltd as the main focal point the objective of this study 

was to determine some factors that influences loan repayment which is a canker to the 

operations of the bank. Therefore with the aid of statistical tool especially binary logistic 

regression analysis, the aim was to model the repayment status of the bank loans. The 

result obtained were indeed quite enlightening. 

 

 According to Oni O.A et al, (2005)  a study on factors influencing loan default among 

poultry farmers in Ijebu Ode Local Government Area of Ogun State; the result from the 

probit model revealed that flock size of the farmers significantly influence default in 

loan repayment at (P < 0.10) level. Age of the farmers significantly influence default in 

loan repayment at (P < 0.01) level, while Educational level and Income of the farmers 
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also significantly influence default in loan repayment at (P < 0.05) level. These really 

shows that all the variables which were used can somehow influence loan default. 

The idea was to study the effects that other variable under listed had on customer‟s 

ability to repay the loan taken up. The variables used were as follows: Type of loan,  

Security, Age, Sex, Marital Status, Town and Education Level. 

  

Conclusion 

It was found that among the variables that were used, Security and Type of Loan were 

significant to the study where as Sex, Marital Status, Age, Educational Level, Town 

were not significant to the study. We conclude that the risk of loan default for a 

customer who used collateral as a security in accessing the loan is less than for a 

customer who used personal guarantee. Taking transport loan as a reference group, the 

risks of a customer defaulting when given a personal loan is less than when given a 

transport loan, all other factors being equal. 

 

Recommendations  

We recommend that more variables be added or different variables should be used in 

exploring the variation in repayment status. 

With the influx of financial institutions into the Ghanaian economy as a result of its 

astronomical growth and expansion, the issue  of loan repayment will continue, to be  an 

issue for all financial institutions, a further study is recommended with entirely different 

approach and variables. This study was to serve as a preparatory grounds for further 

analysis into the subject matter. 
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APPENDIX 1 

LOGISTIC REGRESSION OUTPUT 

DATASET NAME DataSet0 WINDOW=FRONT. 

CROSSTABS 

  /TABLES=Sex BY Repay_status 

  /FORMAT=AVALUE TABLES 

  /STATISTICS=CHISQ 

  /CELLS=COUNT 

  /COUNT ROUND CELL. 

 

Crosstabs 

[DataSet1] C:\Users\GOARGE\Documents\GEORGE DATA.sav 
 

Case Processing Summary 

 Cases 

 Valid Missing Total 

 N Percent N Percent N Percent 

Sex * Repay_status 100 100.0% 0 .0% 100 100.0% 

 

 
Sex * Repay_status Crosstabulation 

Count    

  Repay_status 

Total   No Yes 

Sex F 23 19 42 

M 25 33 58 

Total 48 52 100 

 

 
Chi-Square Tests 

 
Value df 

Asymp. Sig. (2-
sided) 

Exact Sig. (2-
sided) 

Exact Sig. (1-
sided) 

Pearson Chi-Square 1.327
a
 1 .249   

Continuity Correction
b
 .901 1 .343   

Likelihood Ratio 1.328 1 .249   

Fisher's Exact Test    .312 .171 

N of Valid Cases
b
 100     

a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 20.16. 

b. Computed only for a 2x2 table    
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Case Processing Summary 

 Cases 

 Valid Missing Total 

 N Percent N Percent N Percent 

Marital_Status * 
Repay_status 

100 100.0% 0 .0% 100 100.0% 

 

 
Marital_Status * Repay_status Crosstabulation 

Count     

  Repay_status 

Total   No Yes 

Marital_Status M 44 48 92 

N 4 4 8 

Total 48 52 100 

 
Chi-Square Tests 

 
Value df 

Asymp. Sig. (2-
sided) 

Exact Sig. (2-
sided) 

Exact Sig. (1-
sided) 

Pearson Chi-Square .014
a
 1 .906   

Continuity Correction
b
 .000 1 1.000   

Likelihood Ratio .014 1 .906   

Fisher's Exact Test    1.000 .596 

N of Valid Cases
b
 100     

a. 2 cells (50.0%) have expected count less than 5. The minimum expected count is 3.84. 

b. Computed only for a 2x2 table    

 

Case Processing Summary 

 Cases 

 Valid Missing Total 

 N Percent N Percent N Percent 

Educ_Level * Repay_status 100 100.0% 0 .0% 100 100.0% 

 
Educ_Level * Repay_status Crosstabulation 

Count     

  Repay_status 

Total   No Yes 

Educ_Level HIG 14 10 24 

LOW 34 42 76 

Total 48 52 100 
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Chi-Square Tests 

 
Value df 

Asymp. Sig. (2-
sided) 

Exact Sig. (2-
sided) 

Exact Sig. (1-
sided) 

Pearson Chi-Square 1.351
a
 1 .245   

Continuity Correction
b
 .861 1 .353   

Likelihood Ratio 1.353 1 .245   

Fisher's Exact Test    .349 .177 

N of Valid Cases
b
 100     

a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 11.52. 

b. Computed only for a 2x2 table    

 

Case Processing Summary 

 Cases 

 Valid Missing Total 

 N Percent N Percent N Percent 

Security * Repay_status 100 100.0% 0 .0% 100 100.0% 

 

 
Security * Repay_status Crosstabulation 

Count     

  Repay_status 

Total   No Yes 

Security MO 22 12 34 

PG 26 40 66 

Total 48 52 100 

 

Chi-Square Tests 

 
Value df 

Asymp. Sig. (2-
sided) 

Exact Sig. (2-
sided) 

Exact Sig. (1-
sided) 

Pearson Chi-Square 5.760
a
 1 .016   

Continuity Correction
b
 4.791 1 .029   

Likelihood Ratio 5.817 1 .016   

Fisher's Exact Test    .021 .014 

N of Valid Cases
b
 100     

a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 16.32. 

b. Computed only for a 2x2 table    
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Case Processing Summary 

 Cases 

 Valid Missing Total 

 N Percent N Percent N Percent 

town_dumy * Repay_status 100 100.0% 0 .0% 100 100.0% 

 

 
town_dumy * Repay_status Crosstabulation 

Count     

  Repay_status 

Total   No Yes 

town_dumy K 29 29 58 

N 19 23 42 

Total 48 52 100 

 

 

Chi-Square Tests 

 
Value df 

Asymp. Sig. (2-
sided) 

Exact Sig. (2-
sided) 

Exact Sig. (1-
sided) 

Pearson Chi-Square .221
a
 1 .638   

Continuity Correction
b
 .072 1 .789   

Likelihood Ratio .221 1 .638   

Fisher's Exact Test    .688 .395 

N of Valid Cases
b
 100     

a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 20.16. 

b. Computed only for a 2x2 table    

 
Case Processing Summary 

 Cases 

 Valid Missing Total 

 N Percent N Percent N Percent 

Loan_Type * Repay_status 100 100.0% 0 .0% 100 100.0% 
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Loan_Type * Repay_status Crosstabulation 

Count     

  Repay_status 

Total   No Yes 

Loan_Type AGRIC 2 14 16 

COMME 20 21 41 

PERSO 19 6 25 

TRANS 7 11 18 

Total 48 52 100 

 

 
Chi-Square Tests 

 
Value df 

Asymp. Sig. (2-
sided) 

Pearson Chi-Square 16.540
a
 3 .001 

Likelihood Ratio 17.988 3 .000 

N of Valid Cases 100   

a. 0 cells (.0%) have expected count less than 5. The minimum 
expected count is 7.68. 

 
Chi-Square Tests 

 
Value df 

Asymp. Sig. (2-
sided) 

Pearson Chi-Square 16.540
a
 3 .001 

Likelihood Ratio 17.988 3 .000 

N of Valid Cases 100   

a. 0 cells (.0%) have expected count less than 5. The minimum 
expected count is 7.68. 

 

Descriptive Statistics. 

 

 

 

 

 

 

 

 

                   N               Minimum             Maximum          Mean        Std Deviation 

Age          100 21    6 41.99 9.315 

Years        100 2    20 10.17 6.358 

With bank 
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LOGISTIC REGRESSION VARIABLES Repay_status 

  /METHOD=ENTER Age Sex Marital_Status Educ_Level Security years town_dumy Loan_Type 

  /CONTRAST (town_dumy)=Indicator 

  /CONTRAST (Sex)=Indicator 

  /CONTRAST (Educ_Level)=Indicator 

  /CONTRAST (Security)=Indicator 

  /CONTRAST (Marital_Status)=Indicator 

  /CONTRAST (Loan_Type)=Indicator 

  /CRITERIA=PIN(.05) POUT(.10) ITERATE(20) CUT(.5). 

Logistic Regression 

[DataSet1] C:\Users\GOARGE\Documents\GEORGE DATA.sav 

Case Processing Summary 

Unweighted Cases
a
 N Percent 

Selected Cases Included in Analysis 100 100.0 

Missing Cases 0 .0 

Total 100 100.0 

Unselected Cases 0 .0 

Total 100 100.0 

a. If weight is in effect, see classification table for the total 

number of cases. 

 

Dependent Variable Encoding 

Original Value Internal Value 

No 0 

Yes 1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



79 
 

 

Categorical Variables Codings 

  

Frequency 

Parameter coding 

  (1) (2) (3) 

Loan_Type AGRIC 16 1.000 .000 .000 

COMME 41 .000 1.000 .000 

PERSO 25 .000 .000 1.000 

TRANS 18 .000 .000 .000 

Marital_Status M 92 1.000   

N 8 .000   

Educ_Level HIG 24 1.000   

LOW 76 .000   

Security MO 34 1.000   

PG 66 .000   

town_dumy K 58 1.000   

N 42 .000   

Sex F 42 1.000   

M 58 .000   

 

 

 

Block 0: Beginning Block 
 

Classification Table
a,b

 

 

Observed 

Predicted 

 Repay_status Percentage 

Correct  No Yes 

Step 0 Repay_status No 0 48 .0 

Yes 0 52 100.0 

Overall Percentage   52.0 

a. Constant is included in the model.    

b. The cut value is .500    

 

Variables in the Equation 

  B S.E. Wald df Sig. Exp(B) 

Step 0 Constant .080 .200 .160 1 .689 1.083 
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Variables not in the Equation 

   Score df Sig. 

Step 0 Variables Age .006 1 .939 

Sex(1) 1.327 1 .249 

Marital_Status(1) .014 1 .906 

Educ_Level(1) 1.351 1 .245 

Security(1) 5.760 1 .016 

years 1.458 1 .227 

town_dumy(1) .221 1 .638 

Loan_Type(1) 9.617 1 .002 

Loan_Type(2) .017 1 .896 

Loan_Type(3) 10.470 1 .001 

Overall Statistics 27.149 10 .002 

 

 

Block 1: Method = Enter 
 

Omnibus Tests of Model Coefficients 

  Chi-square df Sig. 

Step 1 Step 31.345 10 .001 

Block 31.345 10 .001 

Model 31.345 10 .001 

 

 

Model Summary 

Step 

-2 Log 

likelihood 

Cox & Snell R 

Square 

Nagelkerke R 

Square 

1 107.124
a
 .269 .359 

a. Estimation terminated at iteration number 5 because 

parameter estimates changed by less than .001. 

 

Hosmer and Lemeshow Test 

Step Chi-square df Sig. 

1 6.800 8 .558 
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Classification Table
a
 

 

Observed 

Predicted 

 Repay_status Percentage 

Correct  No Yes 

Step 1 Repay_status No 37 11 77.1 

Yes 18 34 65.4 

Overall Percentage   71.0 

a. The cut value is .500    

 

 

Variables in the Equation 

  B S.E. Wald df Sig. Exp(B) 

Step 1
a
 Age -.027 

-.097 

0.039 

0.600 

0.483 

0.026 

1 

1 

0.487 

0.872 

0.973 

0.908 Sex(1) 

Marital_Status(1) -.514 

-.360 

0.884 0.338 

0.272 

1 

1 

0.561 

0.602 

0.598 

0.698 Educ_Level(1) 0.690 

1.104 Security(1) 

-2.927 

.000 

-.729 

7.033 

0.000 

1 

1 

0.008 

0.998 

0.054 

1.000 years 
0.073 

0.615 
town_dumy(1) 1.404 

 

1 

 

0.236 

 
0.482 

 

Loan_Type(1) 1.554 

1.075 
0.987 

1.008 

0.746 

1.981 

2.476 

1.139 

1 

1 

0.116 

0.286 

4.729 

2.931 Loan_Type(2) 

Loan_Type(3) -1.451 

2.975 

3.784 

2.254 

1 

1 

0.052 

0.133 

0.234 

19.589 Constant 

a. Variable(s) entered on step 1: Age, Sex, Marital_Status, Educ_Level, Security, years, 

town_dumy, Loan_Type. 

 

 

 

 

 

 

 


