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ABSTRACT 

Liquefied Petroleum Gas demand in Ghana has grown steadily since the LPG promotion program 

in early 1990’s. The country currently has no downstream LPG Distribution Centers (depots) in 

any of the ten regions, apart from the primary storage facility located at the TOR. This results in 

long queues and delay during rush period even when there may be gas in storage. The LPG filling 

stations in the country get their supply from Tema with little regard for travel cost. In this thesis, a 

mathematical model for the determination of cost effective distribution center for Liquefied 

Petroleum Gas (LPG) is constructed. It involves using the Floyd’s Shortest – Route Algorithm for 

all pairs shortest-path-network problem and distribution center site selection model. The study 

revealed that an amount of  GH¢5580.00 and GH¢13424.00 would be spent in the cost-effective 

site and most expensive site respectively. It also established that locating distribution center at 

Techiman, the cost-effective location could save TOR an amount of GH¢6783.00 on every 

distribution. Among the recommendations offered was that since the model minimizes distribution 

cost, thereby increasing the savings, TOR and other institutions planners could adapt the model in 

deciding where to site a distribution center.  
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Chapter 1

INTRODUCTION

1.1 Background of Study

There is an increasing patronage of Liquefied Petroleum Gas (LPG) through-

out the world. Subsequently, the supplies of LPG are growing to meet de-

mand. In 1985, world supply was approximately 114 million tonnes and this

was expected to increase to 240 million tonnes in 2005 Purvin and Gertz,

(2000). Like many other developing countries, the Government of Ghana

has since the early 1990s been promoting the use of Liquefied Petroleum

Gas. This was necessitated largely by the unreliable electricity supply and

its attendant high tariffs and the depletion of forests as a result of the usage

of biomass fuel. In Ghana, LPG is primarily used for cooking in households,

commercial establishments and hotels. Some industries also use it as a source

of fuel for their processes. Its use is also rapidly growing in the transport

sector as a substitute fuel for premium. An adequate and reliable supply

of LPG therefore plays a vital role in the sustainable development of the

1
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country. LPG is supplied to the market from both the local refinery and im-

ports. However, domestic LPG production is limited and imports account for

the vast majority of the total supply to the market. The Tema Oil Refinery

(TOR) is responsible for all domestic supplies of LPG in Ghana and also han-

dles all imports of LPG and refined products. Current refinery production

of LPG is about 18 000 tonnes per year. The National Petroleum Author-

ity (NPA), the regulator of Ghana’s petroleum downstream industry is to

conduct an in depth nationwide study on the demand (domestic and vehi-

cles) and supply of liquefied petroleum gas (LPG) in the country. The release

further disclosed that: ”PA is also liaising with the Association of oil Market-

ing Companies (AOMCs) to ensure that LPG companies extend equal sup-

plies of LPG to the three Northern regions and Brong Ahafo, noted to have

acute shortages of the commodity.” (http://thechronicle.com.gh/?p=28218

(13/9/2013)) According to the world Liquefied Petroleum Gas Association

(WLPGA), more than 9 million vehicle s in 38 countries currently operate

on LP gas. Liquefied Petroleum Gas has been recognized for a long time as

an environmentally attractive fuel by those close to the gas industry but in

recent years environmental issues have generated discussion about the rela-

tive merits of fuels among a much wider range of experts. LP gas appears

to be gaining an increased share of the market because of its availability,

environmental advantages and efficiency in use. For this reason a company

is looking for a cost effective Distribution Center to be sited in one of the

district capitals in Brong Ahafo Region. To select a site, a variety of influen-

tial decision variables should be simultaneously assimilated in the process of

decision making and this has made the subject potentially complex (Clark
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and McCleary, 1995; Amiri et al. 2008) and has attracted the attention of

researchers. The majority of studies focused on facility location problem, the

selection of the sites where new facilities are to be established is restricted

to a finite set of available candidate locations. The simplest setting of such

a problem is the one in which p facilities are to be selected to minimize the

total (weighted) distances or costs for supplying customer demands. This

is the so-called p-median problem which has attracted much attention in

the literature. Daskin (1995). This setting assumes that all candidate sites

are equivalent in terms of the setup cost for locating a new facility. When

this is not the case, the objective function can be extended with a term for

fixed facility location costs and as a result, the number of facilities to be

established typically becomes an endogenous decision. The P-center model

is also referred to as the minimax model since it minimizes the maximum

distance between any demand point and it’s nearest facility. The P-center

model considers a demand point is served by its nearest facility and therefore

full coverage to all demand points is always achieved. However, unlike the

full coverage in the set covering models, which may lead to excessive number

of facilities, the full coverage in the P-center model requires only a limited

number (P) of facilities.

The center problem was first posed by Sylvester (1857) more than one

hundred years ago. The problem asks for the center of a circle that has the

smallest radius to cover all desired destinations. In the last several decades,

the P-center model and its extensions have been investigated and applied in

the context of locating facilities such as EMS centers, hospitals, fire station,

and other public facilities. In order to locate a given number of emergency
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facilities along a road network, Garfinkel et al. (1977) examined the funda-

mental properties of the P-center problem.

The best way to locate a Distribution Center is to use Operations Re-

search techniques such as network models in decision making. This will pro-

vide the decision makers the right methodology to evaluate relevant travel

costs and to select least expensive location site.

1.2 Problem Statement

The use of the Liquefied Petroleum Gas (LPG) is gaining more and more

recognition in the country Ghana. As the population increased with cor-

responding increase in the demand for LPG, it has become necessary to

establish a Distribution Center (depot) in Brong Ahafo Region to reduce the

haulage of LPG by numerous tanker vehicles from Tema Oil Refinery (TOR)

in order to curb accidents and also free our roads from the damage caused

by these heavy vehicles. The Distribution Center may also ensure reliable

and equitable distribution of the products to the region which are far from

the Tema Oil Refinery in Tema. The problem, therefore, prompted the re-

searcher to locate a single service point (Distribution Center) in Brong Ahafo

Region using Floyd’s shortest-Route Algorithm to minimize travel distances

and find the least-expensive distances (paths) between all the vertices.
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1.3 The Objectives of the Study

The objective of the study is to determine the optimal location of a Distri-

bution Center for LPG using the Floyd’s Shortest - Route Algorithm in the

Brong Ahafo Region of Ghana. Specifically, the study seeks:

1. To construct a mathematical model for the determination of an optimal

location of the Distribution Center in the Brong Ahafo Region.

2. To minimize the travel distances of transporting Liquefied Petroleum

Gas from Tema Oil Refinery to all district capitals in the Brong Ahafo

Region.

3. To find the least-expensive distance between all vertices.

4. To locate a distribution center that is not too far from all the districts

to ensure prompt service.

5. To recommend to stakeholders the most appropriate location for the

Distribution Center in the Brong Ahafo Region.

1.4 Methodology

The problem is to locate a Distribution Center in the Brong Ahafo Region so

as to minimize the travel distances and travel cost between the new facility

and the existing facility using the Floyd’s Shortest-Route Algorithm strategy.

The data for this study will consist of both primary and secondary collected

from the study area in Ghana. The data on road distances between districts

were taken from Town and Country Planning Department from Brong Ahafo
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Regional Office. The travel cost (Diesel used per journey) was obtained

from tanker drivers and filling station owners (managers) in Brong Ahafo

Region. A Matlab code was written for Floyd’s shortest-route algorithm and

to determine the shortest travel distance among all town pairs. The travel

cost was determined. The data, that is, shortest travel distance, Tij and

travel cost, Gj was used as input data into the proposed location site model

formulated. This was then analysed using Matlab codes.

1.5 Significance of the Study

The study is significant because of the following reasons:

1. The finding of the shortest distance and the optimal location will be the

information for planning, give an effective distance for the computation

and subsequently a central location for a Distribution Center.

2. It will reduce the average travel time and distances from all the existing

locations to the Distribution Center.

3. It will help to conserve fuel since the algorithm provides average short-

est distances for all various retail outlets in the region.

4. t will also help reduce the number of death cases when LPG are being

transported to the district capitals in Brong Ahafo Region.
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1.6 Organization of the Thesis

This thesis consists of five chapters: including this chapter. Chapter Two is

on Literature Review which takes stock of what other people have written on

the topic in terms of theories or concepts, scientific research studies and the

overall goal of classifying how the present study intends to address the gap,

silence or weakness in the existing literature. Chapter Three explains the

methodology that is being used for the study. The findings and discussions

will be presented in Chapter Four. Lastly, Chapter Five will discuss on the

conclusion and recommendations.



Chapter 2

LITERATURE REVIEW

2.1 Introduction

This chapter reviews the literature existing in the area of facility location.

Facility location problems date back to the 17th century when Fermat (1643)

and Cavalieri, et al. (1647) simultaneously introduced the concept, although

this theory is widely contested by location analyst experts. Late in 18th

century, Pierre Varignon presented ”The Varignon Frame” which an analog

solution to the planar minisum location problem. However, it started gather-

ing more interest when Weber (1909) presented the Planar Euclidean single

facility minisum problem in 1909. The Weber problem considers the example

of locating a warehouse in the best possible location such that the distance

traveled between the warehouse and the customer is minimized. Weiszfeld

(1937) conceptualised an iterative method to solve the minisum Euclidean

problem today referred to as the Weiszfeld’s procedure.

Hakimis (1964) introduced a seminal paper on locating one or more points

8
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on a network with the objective to minimize the maximum distance. Francis

et al. (1983) presented a survey paper in location analysis which defined four

classes of location problems and described algorithms to optimize them. They

are continuous planar, discrete planar, mixed planar and discrete network

problems.Daskin et al (1998) reviewed various strategic location problems

where they emphasized that a good facility location decision is a critical

element in the success of any supply chain. They explained median problems,

centre problems, covering problems, and other dynamic location problem

formulations in the context of a supply chain environment.

Facility location problems span many research fields like operation re-

search, mathematics, statistics, urban planning designing, etc. Location

analysis goes back to the influential book of the German industrial author,

Weber (1909). The research was motivated by observing a warehouse oper-

ation and its inefficiencies. Weber considered the single warehouse location

problem and evaluated it such that the travel distances for pickups and re-

plenishment were reduced. Other notable work in this field was by Fermat

(1643), who solved the location problem for three points constituting a trian-

gle. Another major concept in the field of location analysis was the concept

of competitive location analysis introduced by Hotelling (1929). The pa-

per discussed a method to locate a new facility considering already existing

competition. The considered facilities were on a straight line. He proposed

that the customers generally prefer visiting the closest service facility. He

introduced the Hotelling’s Proximity Rule? which can be used to determine

the market share captured by each facility. He just considered the distance

metric during his analysis. The Hotelling model was extended by Drezner
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(1993) who introduced the concept of varying attractiveness among compet-

ing facilities. He analyzed cost and quality factors in addition to distance

metric involved.

Huff (1966) proposed the famous ”Gravity Model”? for estimating the

market share captured by competitors. The gravity model states that exist-

ing customer locations attract business from a service in direct proportion

to the existing locations and in inverse proportion to the distance between

the service location and the existing customer locations. Baumol and Wolfe

(1958) have solved the location problem for minimum total delivery cost

with nonlinear programming. Others have incorporated stochastic functions

to account for demand and/or supply, Rosenthal, White and Young (1978);

Wesolowsky (1977). Other approaches that have been employed include dy-

namic programming. Geoffrion, (1978); multivariate statistics using multi-

dimensional scaling, Asami, et al. (1989) and search procedures , Kuehn et

al (1963). Randhawa et al, (1995) proposed a solution approach to facil-

ity location selection problems while integrating analytical and multi-criteria

decision-making models. Houshyar and White (1997) developed a mathe-

matical model heuristics approach that assigns N machines to N equal-sized

locations on a given site such that the total adjacent flow between the ma-

chines is maximized. The proposed mode based on 0-1 integer programming

formulation which may produce an optimal, but infeasible solution, followed

by the heuristic which begins with the 0-1 integer solution and generates a

feasible solution. Chu (2002) presented a fuzzy TOPISI (technique for or-

der preference by similarity to ideal solution) method-based approach for the

plant location selection problems. The ratings and weight assigned by deci-
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sion makers are first normalized rating of each alternative location for each

criterion is then developed. A closeness coefficient is proposed to determine

the ranking order of the alternatives.

Klose and Drexl (2005) reviewed in detail the contributions to the cur-

rent state-of-the-art related to continuous location models, network location

models, mixed-integer programming models and their applications to loca-

tion selection decision. Yong (2006) proposed s new fuzzy TOPSIS method

which deals with the selection of plant location decision-making problems

in linguistic environment, where the ratings of various alternative locations

under different criteria and their weights are assessed in linguistic terms rep-

resented by fuzzy numbers.

Ferreira et al (1996) present a bi-criteria mixed integer linear model for the

facility location where the objectives are the minimization of total cost and

the minimization of environmental pollution at facility sites. The interactive

approach of Ferreira et al (1994) is used to obtain and analyze non-dominated

solutions. Giannikos (1998) presents a discrete model for the location of

disposal or treatment facilities and transporting hazardous waste through

a network linking the population centers that produce the waste and the

candidate locations for the treatment facilities method to choose the location

for a waste treatment facility in a region of Finland.

Costa et al (2008) develop two bi-criteria models for single allocation hub

location problems. In both models the total cost is the first criteria to be min-

imized. Instead of using capacity constraints to limit the amount of flow that

can be received by the hubs, a second objective function is used, trying to

minimize the time to process the flow entering the hubs. In the first model,
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total time is considered as the second criteria and, in the second model,

the maximum service time for the hubs are minimized. Non-dominated so-

lutions are generated using an interactive decision-aid approach developed

for bi-criteria integer linear programming problems. Both bi-criteria models

are tested on a set of instances, analyzing the corresponding non-dominated

solutions set and studying the reasonableness of the hubs flow charge for

these non-dominated solutions. Ballou (1998) discusses a selected number

of facility location methods for strategic planning. He further classifies the

more practical methods into a number of categories in the logistics network,

which include single-facility location, multi-facility location, dynamic facility

location, retail and service location. Christopher and Wills (1972) compre-

hensively present that whether the problem of depot location is static or

dynamic, Infinite Set approaches and Feasible Set approach can be identi-

fied. The infinite set approach assumes that a warehouse is flexible to be

located anywhere in a certain area. The feasible set approach assumes that

only a finite number of known sites are available as warehouse locations.

They believe the centre of gravity method is a sort of infinite set model.

Goldengorin et al, (2000) considered the simple plant location problem.

This problem often appears as a sub-problem in other combinatorial prob-

lems. Several branch and bound techniques have been developed to solve

these problems. The thesis considered new approaches called branch and

peg algorithms, where pegging refers to assigning values to variables outside

the branching process. An exhaustive computational experiment shows that

the new algorithms generate less than 60% of the number of sub-problems

generated by branch and bound algorithms, and in certain cases requires less
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than 10% of the execution times required by branch and bound algorithms.

Firstly, for each sub-problem generated in the branch and bound tree, a

powerful pegging procedure is applied to reduce the size of the sub-problem.

Secondly, the branching function is based on predictions made using the

Beresnev function of the sub-problem at hand. They saw that branch and

peg algorithms comprehensively outperform branch and bound algorithms

using the same bound, taking on the average, less than 10% of the execution

time of branch and bound algorithms when the transportation cost matrix is

dense. The main recommendation from the results of the experiment is that

branch and peg algorithms should be used to solve SPLP instances. Ballou

(1998) states that exact centre of gravity approach is simple and appropri-

ate for locating one depot in a region, since the transportation rate and the

point volume are the only location factors. Given a set of points that repre-

sent source points and demand points, along with the volumes needed to be

moved and the associated transportation rates, an optimal facility location

could be found through minimizing total transportation cost. In principle,

the total transportation cost is equal to the volume at a point multiplied by

the transportation rate to ship to that point multiplied by the distance to

that point. Furthermore, Ballou outlines the steps involved in the solution

process in order to implement the exact centre of gravity approach properly.

2.2 Pure Location Problem

A pure location problem deals with optimally locating one or more new ser-

vice facilities to serve the demand at existing customer locations. Selecting
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different distance measures, and by using different constraints, we obtain dif-

ferent variants of the multi or single facility location problem. Furthermore,

we can introduce additional variants by restricting new facility locations to

specific sites, and by letting demands be either stochastic or distributed over

areas.

2.2.1 Location-Allocation Problems

Since 1963, when the first location-allocation model was formulated by Cooper

(1963), there has been extensive research on the field. The simplest location-

allocation problem is the Weber problem addressed by Friedrich (1929). This

paper discussed the steps in locating a machine so as to minimize the sum of

the weighted distances from all the raw materials sources. The seminal work

in this area was on the p-median problem, initially formulated by Hakimi

(1964). The median problem was considered on a graph and the objective

function was to reduce the average or the sum of the transportation costs

from the service facility to the demand locations. It was derived that one of

the optimal solutions locates the service facility on one of the nodes of the

network.

2.2.2 P - Central Problems

The p-center problem by Hakimi (1965) ; is the problem of minimizing the

maximum distance that demand is from its closet facility given that there are

pre-determined numbers of facilities. Hakimi’s work established important

results in location theory and sparked theoretical interest among researchers.
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The vertex p-center problem restricts the set of candidate facility sites to the

nodes of the network. The absolute p -center problem permits the facilities

to be anywhere along the arcs. Both versions are examined in weighted and

un-weighted situations. The absolute center problem can be approximated

by the vertex center problem by adding nodes to the network. The objec-

tive of the p-center problem is to locate p new facilities, called centers, on a

network G in order to minimize the maximum weighted distance between a

node and its nearest facility. The methods developed for solving this problem

are quite different from those for the p-median problem, even though the two

problems are related. The first approach developed was by Hakimi (1964)

who proposed an enumerative approach for p=1 to specifically locate a local

center on each link, and thereby to determine the overall optimal location.

A more effective method was suggested by Christofides (1975), who showed

that one needs to consider only a subset of the links for an optimal location.

However, this approach is unable to solve general p-center problems, Erkut

et al. (1992) presented a polynomial time, binary search algorithm to solve

the distance constrained p-center problem. More methods have been pro-

posed and tested to solve the p-center problem, such as the exact algorithms

due to Christofides and Viola (1971), Granfinkel et al. (1977), and various

heuristics proposed by Singer (1968). Garfinkel et al. (1977) examined the

fundamental properties of the P-centre problem in order to locate a given

number of emergency facilities along a road network. He modelled the P-

centre problem using integer programming and the problem was successfully

solved by using a binary search technique and a combination of exact tests

and heuristics. ReVelle and Hogan (1989) formulated a P-centre to locate
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facilities so as to minimize the maximum distance within which the EMS is

available with (alpha) reliability. System congestion is considered and a de-

rived server busy probability is used to constrain the service reliability that

must be satisfied for all demands. Hochbaun and Pathria (1998) considered

the emergency facility location problem that must minimize the maximum

distance on the network across all time periods using the Stochastic P-centre

models. The cost and distance between locations vary in each discrete time

periods. The authors used k underlying networks to represent different pe-

riods and provided a polynomial-time, 3-approximation algorithm to obtain

a solution for each problem. Talwar (2002) utilized a P-centre model to lo-

cate and dispatch three emergency rescue helicopters to serve the growing

EMS demands due to accidents occurring during adventure Drezner (1984)

presented heuristic and optimal algorithms for the p-center problem in the

plane. The heuristic method yielded results for problems with up to n =

2000 and p = 10 whereas the optimal method solved problems with up to

n = 30, p = 5 or n = 40, p = 4. Watson-Gandy [1984] suggested an algo-

rithm that can optimally solve problems with up to about 50 demand points

and 3 centers in reasonable time. Agarwal and Sharir (1998) discuss effi-

cient approximate algorithms for geometric optimization, which includes the

Euclidean p-center in d dimensions. Hale and Moberg (2004) give a broad

review on location problems, which includes the Euclidean p-center problem

where the Euclidean distances are and where U = i is a set of m users and V

= j a set of n potential locations for facilities in the plane. In these works,

Tabu search and Variable Neighborhood Search methods as well as an opti-

mal method are used, and the efficiency of these methods for small and large
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problems is evaluated. It should be noted that this Euclidean problem is

equivalent to the p-center problem on networks where the possible location

of the facilities are on the vertices and where the minimum distances between

the demand and potential supply points are given. Recent works on these

two versions of the discrete problem include algorithms given by Caruso et

al. (2003). The latter authors describe an efficient exact method for this p-

center problem. Their algorithm finds the solution by updating, at each step,

an upper or lower bound on the optimal solution. A tightlower bound to the

optimal value is found in an initial phase of the algorithm, which consists of

solving linear programming sub-problems.

2.2.3 P - MEDIAN

The p-median Problem (p-M) is to locate p new facilities, called medians,

on the network G in order to minimize the sum of the weighted distances

from each node to its nearest new facility Francis et al., (1992). If p ≥ 2,

then this problem can be viewed as a location-allocation problem (LAP).

This is because the location of the new facilities will determine the alloca-

tion of their service in order to best satisfy the nodal demands. Berman and

Drezner (2007), discuss the conditional p-median and p-center problems on a

network. Demand nodes are served by the closest facility whether existing or

new. Rather than creating a new location for an artificial facility and force

the algorithm to locate a new facility there by creating an artificial demand

point, the distance matrix was just modified. They suggested solving both

conditional problems by defining a modified shortest distance matrix. The
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formulation they presented in this paper provided better results than those

obtained by the best known formulation. The work presented in this thesis

is based on this paper. Location problems have been widely addressed in the

literature. In the first study in this vein, Weber (1929) studied the problem

of determining the location of a warehouse to minimize the total distance be-

tween the warehouse and the customers (which is called a Weber problem).

Hakimi (1965) found the optimum location of a ”switching centre”? in a com-

munication network and located the best place to construct a police station?

in a highway system. Berman and Krass (2002) considered a generalization

of the maximal cover location problem, which allows for partial customer cov-

erage, with the degree of coverage being a non increasing step function of the

distance to the nearest facility. A demand point is only considered covered

if a facility is available to service the demand point within a specified dis-

tance . The p-median problem, introduced by Hakimi (1964), is to determine

the location of p facilities to minimize the average (total) distance between

demand points and facilities. Subsequently, ReVelle and Swain (1920) for-

mulated the p-median problem as a linear integer program and used a branch

and- bound algorithm to solve the problem. In contrast to p median models,

which concentrate on optimizing the overall performance of the system, the

p-centre model attempts to minimize the maximum distance between each

demand point and its nearest facility, so the p-centre model is also called the

minimax model. Cavalier and Sherali (1986) presented exact algorithms to

solve the p-median problem on a chain graph and the 2-median problem on a

tree graph, where the demand density functions are assumed to be piecewise

uniform. For the incapacitated p-median problem, Chiu (1987) addressed the
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1- median problem on a general network as well as on a tree network. Dy-

namic location considerations on networks are addressed by Sherali (1991).

Recently, Francis et al. (1993) developed a median-row-column aggregation

algorithm to solve large-scale rectilinear distance p-median problems. . Sher-

ali and Rizzo (1991) solved an unbalanced, capacitated p-median problem on

a chain graph with a continuum of link demands. For solving this problem,

they considered two unbalanced cases, the deficit and over-capacitated cases,

provided a first-order characterization of optimality for these two problems

and developed an enumerative algorithm based on a partitioning of the dual

space. There are still further variants that include capacity restrictions on

links, probabilistic travel times on links, and maximum distance constraints.

It is worthwhile to note that the p-median model has been extended and

expanded in a number of ways. Since its formulation the P-median model

has been enhanced and applied to a wide range of emergency facility loca-

tion problems. Carbone (1974) formulated a deterministic P-median model

with the objective of minimizing the distance traveled by a number of users

to fixed public facilities such as medical or day-care centers. Recognizing

the number of users at each demand node is uncertain, the author further

extended the deterministic P-median model to a chance constrained model.

The model seeks to maximize a threshold and meanwhile ensure the prob-

ability that the total travel distance below the threshold is smaller than a

specified level . Calvo and Marks (1973) constructed a P-median model to

locate multi-level health care facilities including central hospitals, community

hospitals and local reception centers. Themodel seeks to minimize distance

and user costs, and maximize demand and utilization. Later, the hierarchical
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P-median model was improved by Tien et al. (1983) and Mirchandani (1987)

by introducing new features and allowing various allocation schemes to over-

come the deficient organization problem across hierarchies. Paluzzi (2004)

discussed and tested a P-median based heuristic location model for placing

emergency service facilities for the city of Carbondale. The goal of this model

is to determine the optimal location for placing a new fire station by mini-

mizing the total aggregate distance from the demand sites to the fire station.

The results were compared with the results from other approaches and the

comparison validated the usefulness and effectiveness of the P-median based

location model. One major application of the P-median models is to dispatch

EMS units such as ambulances during emergencies. Carson and Batta (1990)

proposed a P-median model to find the dynamic ambulance positioning strat-

egy for campus emergency service. The model uses scenarios to represent the

demand conditions at different times. The ambulances are relocated in dif-

ferent scenarios in order to minimize the average response time to the service

calls. Berlin et al. (1976) investigated two P-median problems to locate hos-

pitals and ambulances. The first problem has a major attention to patient

needs and seeks to minimize the average distance from the hospitals to the

demand points and the average ambulance response time from ambulance

bases to demand points. In the second problem, a new objective is added in

order to improve the performance of the system by minimizing the average

distance from ambulance bases to hospitals. Mandell (1998) developed a P-

median model and used priority dispatching to optimally locate emergency

units for a tiered EMS system that consists of advanced life-support (ALS)

units and basic life-support (BLS) units. The model can also be used to ex-
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amine other system parameters including the balance between ALS and BLS

units, and different dispatch rules. Uncertainties have also been considered in

many P-median models. Mirchandani (1980) examined a P-median problem

to locate fire-fighting emergency units with consideration of stochastic travel

characteristics and demand patterns. The author took into account the sit-

uations that a facility may not be available to serve a demand and used a

Markov process to create a system in which the states were specified accord-

ing to demand distribution, service and travel time, and server availability.

Serra and Marianov (1999) implemented a P-median model and introduced

the concept of regret and minmax objectives when locating fire station for

emergency services in Barcelona. The authors explicitly addressed in their

model the issue of locating facilities when there are uncertainties in demand,

travel time or distance. In addition, the model uses scenarios to incorporate

the variation of uncertainties and seeks to give a compromise solution by

minimizing the maximum regret over the scenarios. P-median models have

also been extended to solve emergency service location problems in a queuing

theory context. An example is the stochastic queue median (SQM) model

due to Berman et al. (1985). The SQM model seeks to optimally dispatch

mobile servers such as emergency response units to demand points and locate

the facilities so as to minimize average cost of response.

2.2.4 COVERING PROBLEMS

Unlike the p-median problem which seeks to minimize the total travel dis-

tance, covering models are based on the concept of acceptable proximity. The
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objective of covering models is to provide ”coverage” to demand points. A

demand point is considered as covered only if a facility is available to service

the demand point within a distance limit. Covering models can be classified

according to several criteria. One of such criteria is the type of objective,

which allows us to distinguish between two types of formulations.The first

type belongs to the Location Set Covering Problem (LSCP). The Location

Set Covering Problem (LSCP) seeks to locate the minimum number of facili-

ties that will cover all demands within a specified maximum distance Toregas

et al. (1971). The problem is applied to emergency services location where

a given amount of the population must be within a predefined maximum

distance from a facility. The limit on maximum distance (or response time)

is adopted to ensure that demands (emergency calls) are answered in timely

fashion.

The second type can be classified as the Maximal Covering Location Prob-

lem (MCLP), which maximizes covered customer demand, given a limited

number of facilities. The MCLP was first introduced in Church and ReVelle

(1974). Church and Meadows (1979) provided a pseudo-Hakimi property for

the MCLP. This property states that for any network, there exists a finite set

of points that will contain at least one of the optimal solutions to the MCLP.

Daskin and Stern (1981), Hogan and ReVelle (1986) developed the MCLP

that contains a secondary ”backup” coverage objective. Berman and Krass

(2002) showed that the MCLP with a step coverage function is equivalent

to the incapacitated facility location problem, Cornuejols et al (1990). They

developed two IP formulations for the problem and showed an interesting

result that the LP relaxations of both formulations provide the same value
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of the upper bound.

In a recent paper, Berman et al. (2003) investigated the MCLP with

a coverage decay function whose value decreases from full coverage at the

lowest pre-specified radius to no coverage at the highest pre-specified radius.

Daskin (1983) provided a probabilistic formulation of the problem in which

the probability of an arbitrary server being busy is specified exogenously. The

objective, then, is to locate facilities so as to maximize the expected num-

ber of demand that a facility can cover. Daskin’s formulation is sometimes

referred to as the Maximal Expected Covering Location Problem.

Application of the set covering model includes airline crew scheduling,

Desrocher et al. (1991). Covering models are the most widespread location

models for formulating the emergency facility location problems. LSCP is an

earlier statement of the emergency facility location problem by Toregas et al.

(1971) and it aims to locate the least number of facilities that are required to

cover all demand points. Since all the demand points need to be covered in

LSCP, regardless of their population, remoteness, and demand quantity, the

resources required for facilities could be excessive. Recognizing this problem,

White and Case (1974) developed the MCLP model that does not require

full coverage to all demand points. Instead, the model seeks the maximal

coverage with a given number of facilities. The MCLP, and different variants

of it, have been extensively used to solve various emergency service location

problems. A notable example is the work of Eaton et al. (1985) that used

MCLP to plan the emergency medical service in Austin, Texas. The solution

gives a reduced average emergency response time even with increased calls

for service.
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Schilling et al. (1979) generalized the MCLP model to locate emergency

fire-fighting servers and depots in the city of Baltimore. In their model,

known as FLEET (Facility Location and Equipment Emplacement Tech-

nique), two different types of servers need to be located simultaneously. A

demand point is regarded as ”covered”? only if both servers are located

within a specified distance.

2.2.5 Shortest Route Problem

In 1959, Edsger Wybe Dijkstra, a Dutch computer scientist, proposed two

algorithms for the solution of two fundamental graph theory problems: i) the

minimum weight spanning tree problem and ii) the shortest path problem.

Sniedovich (2005) comments that the original Dijkstra’s algorithm consti-

tutes an iterative procedure for the solution of dynamic programming func-

tional equation associated with the shortest path problem given that the arc

lengths are non-negative. Dijkstra’s algorithm for the single-source (i.e. one-

to-one, one-to-some and one-to-all) shortest path problem is one of the most

celebrated algorithms in computer science and a very popular algorithm in

operations research. There have been many refinements and modifications as

well as numerical experiments (evaluations) that have brought a significant

an improvement in the performance of the algorithm especially due to the

use of some new data structures. As Dijkstra’s algorithm can be interpre-

tated as a breadth-first search, a lot of unnecessary steps might be carried

out before reaching the destination node. Starting from both sides might

reduce the computational effort significantly Berge, et al. (1965). However,
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if the two-sided procedure is terminated as soon as a node has been processed

from both directions, there is no guarantee that this node is actually on the

shortest path from the start node i to destination node j. Vahrenkamp and

Mattfeld (2007).

The A* algorithm is a more general approach than Dijkstra’s algorithm

for finding the shortest path between two nodes in a graph, Hart et al. (1968)

for a first approach with a correction in Hart et al. (1972). As stated above,

Dijkstra’s algorithm performs as a breadth-first search where the next node

to be looked at is the one with minimum distance to the starting node (given

in Dist). The A∗ algorithm introduces a heuristic to determine the order in

which nodes are selected in the search process.

This heuristic is a sum of two terms. The first term is the distance to

the current node k (given as Dist [k]), the second one is an estimation of the

distance to the destination node j, usually denoted as h(k). In most imple-

mentations h(k) is computed as the Euclidean distance from the considered

node to the destination node. If coordinates of all nodes are available, the

distance can be calculated by Pythagoras’ theorem. Dijkstra’s algorithm can

be viewed as a special case of the A* algorithm where h(k) = 0 for all nodes

k. Nilsson (1980).

The Floyd-Warshall algorithm takes as input an adjacency matrix repre-

sentation. This maintains two types of matrices, i) distance matrix Dt and

ii) precedence matrix Ut , in each iteration and takes initial distance matrix

D0 and initial precedence matrix U0 as input. Then proceeds for n iterations,

where n is the number of nodes in the distance matrix. The nth iteration

gives the optimal/final distance matrix Dt =n and the final precedence ma-
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trix Ut =n. The optimal distance matrix Dn represents the shortest distances

between any two nodes in the network and the corresponding shortest paths

can be traced out from the final precedence matrix Ut.

2.2.6 SITE SELECTION MODEL

The site of the plant is the critical factor into consideration because the

best site will create the cost savings as well as the feasibility of the project.

Furthermore, it involves a substantial capital investment and results in long-

term constraints on production and distribution of goods. The complexity

stems from a multitude of quantitative and qualitative factors influence site

choices as well as the intrinsic difficulty of making numerous tradeoffs among

those factors. Most firms take many different factors into consideration before

deciding where to locate their new plant such as the quality of the labor

force, political and social stability, the quality of infrastructure, the links to

suppliers and demanders, unemployment, etc.

Although there are a significant number of quantitative research efforts

regarding site selection in domestically oriented applications, the number of

papers that investigate the site selection models are comparably few. (Fran-

cis et al 1983; Thizy et al 1985; Verter and Dincer, 1995), These studies

include mixed-integer programming models, mean variance approaches that

consider a degree of uncertainty and also multiple criteria techniques such

as goal programming. The mixed-integer programming models include the

work of Haug, Cohen and Lee Haug (1985 and 1992); Cohen and Lee (1989).

In the Haug paper a multi-period mixed-integer model is developed with a
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single objective function based on profits. Haug (1985). The profit max-

imization takes into consideration numerous country specific factors. The

Haug paper studies the problems that high technology firms encounter when

they investigate the expansion or transfer of production to a foreign coun-

try. Optimization is carried out through the cumulative average costs. Cohen

and Lee (1989) presented a mixed-integer nonlinear model which investigates

decisions that involves establishing a global manufacturing and distribution

network. The mean variance approach was used in the studies by Hanink

(1989), Hodder and Jucker (1985) and Hodder and Dincer (1986). Hanink

(1985) proposed a 0-1 quadratic model without constraints, which employs

the mean variance approach in an effort to choose the optimal ”portfolio”?

of sites by maximizing the expected return of investment. Their mixed,

0-1 quadratic, uncapacitated model was solved by decomposition methods

(Jucker and Carlson, 1976; Hodder and Jucker, 1985b). Hodder and Din-

cer (1986) provided a more elaborate formulation that included simultane-

ous location and financing decisions. Finally, Schniederjans and Hoffman

(1992) and Min and Melachrinoudis (1996) used the goal programming tech-

nique to handle conflicting goals in the international site selection process.

Schniedderjans and Hoffman (1992) presented a decision process based on a

deterministic 0-1 goal programming model that handles the problem of the

acquisition of a foreign firm.

Badri (1996) develops a Goal Programming model to make location-

allocation decisions in the presence of multiple conflicting factors. In ad-

dition, Badri (1999) proposes the model for making facility site decisions

on a global scale by the application of the AHP and Multi-Objective Goal-
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Programming methodology. Recently, Marrewijk (2002) proposes the mod-

ern general equilibrium models of multinationals. The models deal with the

decision process for selecting the location of headquarters and production

plants for four different types of firms in the manufacture sector. The fac-

tors being considered are the marginal production costs, the amount of labor

needed to transport one unit of manufacture, the firm and the plant levels

fixed costs. In this paper, the decision support model is proposed for site

selection of Distribution Plant for Liquefied Petroleum gas in Brong Ahafo

Region of Ghana.



Chapter 3

METHODOLOGY

3.1 INTRODUCTION

This chapter discusses the methodology, mathematical tools and algorithm

used to locate or select the site for a Distribution Center in the Brong Ahafo

Region of Ghana.

3.2 MATHEMATICAL MODELLING

A Mathematical model involves creating an abstract system of equations

which describes and helps reasoning about a real life system. It is a mathe-

matical representation of a process, device or concept by means of a number

of variables which are defined to represent the inputs, outputs, and inter-

nal states of the device or process, and a set of equations and inequalities

describing the interaction of these variables. It is a mathematical theory or

system together with its axioms. The mathematical model serves the purpose

29
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of finding an optimal solution to a planning or decision problem, answer a

variety of what-if questions and establish understandings of the relationships

among the input data to extrapolate past data to derive meaning.

Mathematical models include techniques such as Linear Programming

(LP), Computer Simulation, Decision Theory, Regression Analysis, Economic

Order Quantity (EOQ), and Break-Even Analysis. Rutherford ( 1994 ).

3.2.1 MATHEMATICAL PROGRAMMING

Mathematical Programming (MP) is the use of mathematical models; partic-

ularly optimizing models, to assist in taking decisions. It is one of a number

of Operations Research (OR) techniques.

OPTIMIZATION

Optimization is the process by which the best solution is selected from

among several possible solutions. Most engineering problems, including those

associated with the analysis, design, construction, operation, and mainte-

nance, involve decision making. Usually, there will be a criterion that is to

be minimized or maximized while satisfying several social, economical, physi-

cal, and technological constraints. There will be a number of parameters that

can be varied in the decision making process. As the number of parameters

increases, it becomes necessary to use systematic procedures for solving the

decision making problems.

Definition of an optimization problem
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The formulation of an optimization problem involves the development of a

mathematical model for the physical or engineering problem. In practice, sev-

eral assumptions have to be made to develop a reasonably simple mathemat-

ical model that can predict the behavior of the system fairly accurately. The

results of optimization will be different with different mathematical model of

the same physical system. Hence, it is necessary to have a good mathemat-

ical model of the system, so that the results of optimization can be used to

improve the performance of the system. A general optimization problem can

be stated in mathematical form as Find

X =



x1

x2

x3

x4

.

.

.

xn


That maximizes f(×)

Subject to

gj (x) ≤ 0; j = 1, 2, ...,m;

And

hk = 1, 2, ..., p;
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where xi ( i = 1, 2, , n) are the decision variables x is the vector of deci-

sion variables, f(x) is the merit, or criterion, or objective function gj is the

jth inequality constraint function that is required to be less than or equal to

zero, hk(x) is the kth equality constraint function that is required to be equal

to zero, n is the number of decision variables, m is the number of inequality

constraints, and p is the number of equality constraints.

Terminology

Decision variables

The formulation of an optimization problem begins with the identifica-

tion of a set of variables that can be varied to change the performance of the

system. These are called the decision or design variables, and their values

are freely controlled by the decision maker. A set of numerical values, one for

each decision variables, constitutes a solution (acceptable or unacceptable)

to the optimization problem.

Objective function

When different solutions are obtained by changing the decision variables, a

criterion is needed to judge whether one solution is better than another. This

criterion, when expressed in terms of the decision variables, is called the ob-

jective, merit, or cost function. The interest of the decision maker is to select

suitable values for the decision variables so as to minimize or maximize the

objective function.
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Inequality constraints

Candidate solution

A candidate solution is a member of a set of possible solutions to a given

problem. It is simply in the set that satisfies all constraints; that is, it is in

the set of feasible solutions. Algorithms for solving various types of optimiza-

tion problems often narrow the set of candidate solutions down to a subset of

the feasible solutions, whose points remain as candidate solutions while the

other feasible solutions are excluded as candidates. The space of all candidate

solutions, before any feasible points have been excluded, is called the feasible

region. A feasible solution is an acceptable solution to the decision maker in

terms of the constraints, but may or may not minimize the objective function.

Optimum solution

A feasible solution that minimizes the objective function is known as the

optimum solution.

TYPES OF OPTIMIZATION PROBLEMS

Optimization problems are also known as mathematical programming

problems. In some practical situations, the constraints may be absent, and

the problem reduces to
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Find

X = X =



x1

x2

x3

x4

.

.

.

xn


That maximizes f(X)

The problem is known as a constrained optimization problem. Depending

on the nature of functions, Optimization problems can be classified as linear

and nonlinear programming problems. A linear programming problem is one

in which all the functions involved, namely, f(x), gj(x)andhk(x) are linear

in terms of the design variables. A nonlinear programming problem is one

in which at least one of the functions is nonlinear in terms of the decision

variables. Specifically, the least-travel location uses the objective function as

follows:

Minimize
N∑
j

Dj × (
N∑
i

Li × (Tij + Gj)),

Subjectto
N∑
j

Dj ≥ 1............., .......
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Where

ij=towns

Li = number of days traveled ,

Gj = incidental expenses at town j,

Tij = the cost of travel to town j from town i ,

Dj = 1 if distance travel in town j, 0 otherwise

3.2.2 NETWORK MODELS

One of the most prominent OR techniques is network programming (in which

the problem can be modeled as a network). Network models are applicable

to an enormous variety of decision problems that can be modeled as networks

optimization problems and solved efficiently and effectively. Some of these

decision problems are really physical problems such as transportation or flow

of commodities. However, many network problems are more of an abstract

representation of processes or activities such as the critical path activity net-

work in project management. The family of network optimization problems

includes the following prototype models: shortest path, assignment, critical

path, max flow, transportation, and min cost flow problems. These problems

are easily stated by using a network of arcs, and nodes.

3.2.3 SHORTEST ROUTE PROBLEM

The shortest route (path) problem is the problem of determining the best

way to traverse a network to get from an origin to a given destination as

cheaply as possible. Suppose that in a given network there are m nodes



CHAPTER 3. METHODOLOGY 36

and n arcs (i.e. edges) and a cost Cij associated with each arc (itoj) in the

network. Formally, the Shortest Path (SP ) problem is to find the shortest

(least cost) path from the start node 1 to the finish node m and the cost Cij

of the path is the sum of the costs on the arcs in the path. Arsham (1998).

In graph theory, the shortest route problem is the problem of finding a route

(path) between two vertices (or nodes) such that the sum of the weights of

its constituent edges is minimized. Danny, et al (1996). It determines the

shortest route between a source and destination in a transportation network.

An example is finding the quickest way to get from one location to another

on a road map; in this case, the vertices represent locations and the edges

represent segments of road and are weighted by the time needed to travel that

segment (Hamdy, 2007). Formally, given a weighted graph (that is, a set V

of vertices, a set E of edges, and a real - valued weight function f : E −→ R),

and one element v of V 1, find a path p from v to a V
′

of V so that

∑
p∈P

f(p)

is minimal among all paths connecting v to V
′

3.2.4 ALGORITHMS OF SHORTEST WAY BETWEEN

TWO TOWNS

Literature presents several algorithms which find shortest way between two

points from concrete graph node to all the other ones. They are: Dijkstra,

Bellman-Ford, A* Search, Johnson and Floyd-Warshall algorithms. Accord-
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ing to Cherkassky et al (1996), Dijkstra’s algorithm solves the single-pair,

single-source, and single-destination shortest path problems, Bellman-Ford

algorithm solves the single-source problem if edge weights may be negative

, A* Search algorithm solves for single pair shortest path using heuristics

to try to speed up the search whilst the last two solves all pairs shortest

paths. Floyd’s algorithm is the simplest and fastest. Thus, Floyd-Warshall

algorithm will be considered for the purpose of this study.

3.2.5 FLOYD’S SHORTEST PATH ALGORITHM

Floyd’s algorithm is a more generalized algorithm compared to Dijkstra’s be-

cause it determines the shortest route between any two nodes in the network.

The algorithm represents an n - node network as a square matrix with n rows

and n columns. Entry (i, j) of a matrix gives the distance dij from node i to

node j , which is finite if i is linked directly to j , and infinite otherwise. The

Floyd’s algorithm is based on a simple intuitive logic. It states that if the

travel to a node from its preceding node can be made shorter by traveling via

another node, which is linked to the preceding node, it is always advisable to

travel via the extra node so that the travel distance is minimum. This can

be stated mathematically as follows:

Given three nodes i, j and k as shown in the Figure 3.1, with the con-

necting distances shown on three arcs, it is shorter to reach j from i passing

through k if

dik + dkj < dij
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Fig. 3.1: A Directed Graph Showing Nodes i, j, and k

In such a case, it is optimal to replace the direct route (i, j) by the sum

of routes (i, k) and (k, j). A systematic method to exhaust all routes joining

every node set I, k, j is to first form a matrix D0. This matrix is formed by

the distances (costs) between all the possible pairs of nodes in the network.

According to Hamdy (2007), a triple operation exchange is then applied to

the chosen nodes using the following steps: Step 0: Defined the starting

distance n∗n matrix Do and node sequence matrix So as given in Figure 3.2.

The diagonal elements are marked with (o) to indicate that they are blocked.

Set step number k equal to 1 ie.k = 1.
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Fig. 3.2: Starting distance matrix and node sequence matrix



CHAPTER 3. METHODOLOGY 40

General step k: Define row k and column k as pivot row and pivot column.

As explained earlier, row k and column k intersect at a diagonal element.

Apply the triple operation to each element dij in Dk−1 (i.e. on all elements

in Dk−1, which are not on the diagonal and not on the selected row and

column),

for all i and j . If the condition dik + dkj<dij ,(16=k,j 6=kandi6=j), is satisfied,

make the following changes: (a) Create new matrix Dk by replacing dij in

Dk−1 with dik + dkj .

(b) Create new matrix Sk by replacing Sij in Sk−1 with k . Set k = k + 1

. If k = n + 1 , stop; else repeat step k.

Step k of the algorithm can be explained by representing Dk−1 as shown

in figure 3.3. The intersection of row k and the column k defines the current

pivot row and column. Row i represents any of the rows1, 2, ..., k − 1, ,

and row p represents any of the rows k + 1, k + 2, ....., n. Similarly, column j

represents any of the columns 1,2,..., k-1 , and column q represents any of the

columns k + 1, k + 2, ....., n.. The triple operation can be applied as follows:

If the sum of the elements on the pivot row and the pivot column (shown

by squares) is smaller than the associated intersection element (shown by a

circle), then it is optimal to replace the intersection distances (or the values

in the circles) by the sum of the pivot distances (values in the squares).
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Fig. 3.3: Schematic Diagram showing the Pivot Manipulation in a Floyds
Matrix

After n steps the shortest route between any two nodes i and j can be

determined as the entry dij in the matrices Dn and Sn using the following

rules:

1. From Dn , dij gives the shortest distance between nodes i and j.

2. From Sn, determine the intermediate node k = Sij that yields the

route i→ k → j . If Sik = k and Sik = j, stop; all the intermediate nodes of

the route have been found. Otherwise, repeat the procedure between nodes

i and k , and between nodes k and j. The if conditions of the algorithm are

as follows (they are given in a programmer friendly way to help in its coding

and understanding):
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If (i 6= k, jkandi 6= j)

dik 6=∞, anddik 6=∞,

ifdij =∞,

ordij =∞, dik + dkj < dij

then make the following change: Create Dk by replacing dij in Dk−1 with

dik + dkj

These conditions can be shown in the form of a flow chart as follows:

Figure 3.4: Flow Chart Showing the Floyd’s Algorithm

Pseudocode:
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Procedure Floyd-Warshall (G)

for i = 1 to n do initializing the source matrix

for j = 1 to n do

d[i, j, 0] = w(i, j)

s[i, j] = 0 ** s[i, j] keeps the break point vertex

for k = 1 to n do number of iterations

for i = 1 to n do

for j = 1 to n do

if $i\ne j \& k \ne j \& i\ne k;$

if d[i, k, k 1]+d[k, j, k 1] < d[i, j, k 1] then
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d[i, j, k] = d[i, k, k 1]+d[k, j, k 1];

s[i, j] = k;

else

d[i, j, k] = d[i, j, k 1]

end

end

end

end

end
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This algorithm gives the shortest route between any two nodes (towns).

This leads to a final updated version of Adjacency matrix with respective

shortest route distances (cost) as the matrix elements. The computation

complexity is given by n3 (Dequan, 2009)

The Floyd’s algorithm correct distance labels in a systematic way until

they represent the shortest path distance. It is more robust and involves

lesser computational overhead in large networks. Moreover, practical experi-

ence also indicates that Floyd’s algorithm is faster than Dijkstra’s algorithm

in MATLAB simulation (Shang and Ruml, 2004).

Example 1

(Shortest Route Problem using Floyd’s Algorithm)

For the network in Figure 3.5, find the shortest routes between every two

nodes. The distances (in miles) are given on the arcs. Arc (3, 5) is directional,

so that no traffic is allowed from node 5 to node 3. All the other arcs allow

two-way traffic.

Figure 3.5: Network for example 1
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We let the numbers in column 1 and row 1 of each network be the origin

and destination nodes respectively.

Iteration 0. The matrices Do and So give the initial representation of

the network. Do is symmetrical, except that d53 = ∞ because no traffic is

allowed from node 5 to node 3.
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Figure 3.6: Showing and Matrices
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Iteration 1. Set k = 1 . The pivot row and column are shown by the

lightly shaded second row and second column in the Do matrix. The darker

cells, d23 and d32 , are the only ones that can be improved by the triple

operation. Thus, D1 and S1 are obtained from Do and So in the following

manner:

1.Replace d23 and d32 with d21 + d13 = 4 + 12 = 16 and set S23 = 1.

2. Replace d32 with d31 + d12 = 12 + 4 = 16 and set S32 = 1 . Iteration
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Figure 3.7:Showing and Matrices
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2. Set k = 2 , as shown by the lightly shaded row and column in D1 . The

triple operation is applied to the darker cells in D1 and S1 . The resulting

changes are shown in both D2 and S2
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Figure 3.8:Showing and Matrices
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Iteration 3. Set , as shown by the shaded row and column in D2 . The

new matrices are given by D3 and S3
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Figure 3.9:Showing and Matrices
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Iteration 4. Set k = 4 , as shown by the shaded row and column in D3 .

The new matrices are given by D4 and S4 .

Iteration 5. Set k = 5, as shown by the shaded row and column in D4 .
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Figure 3.10: Showing and Matrices
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No further improvements are possible in this iteration.

The final matrices D4 and S4 contain all the information needed to deter-

mine the shortest route between any two nodes in the network. For example,

from D4 , the shortest distance (leastcost) from node 1 to node 5 is d15 = 12

miles.

To determine the associated route, remember that a segment (i, j) repre-

sents a direct link only if sij. Otherwise, i and j are linked through at least

one other intermediate node. Because s15 = 4 6= 5 , the route is initially

given as 1→ 4→ 5.

Now, because s14 = 2 6= 4 , the segment (1, 4) is not a direct link, and

1→ 4 is replaced with 1→ 2 → 4 , and the route 1→ 4 → 5 now becomes

1 → 2 → 4 → 5. Next, because s12 = 2 , s24 = 4 , and s45 = 5, no further

dissecting is needed, and 1→ 2 → 4 → 5 defines the shortest route.

3.3 Solving the Least-cost site Problem

The solution methodology used to optimize the results for this problem in-

volves simple arithmetic. Given distance in kilometers between all the district

capitals to locate a distribution center that is not too far from all the dis-

tricts, the total travel cost is the sum of the products of the number of litres

of diesel used between each town and the price per litre from that town to a

candidate town. The additional cost is the incidental expenses for the days

to off load the consignment from town i to town j . We can best illustrate

the methodology by example.
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3.3.1 Solving the Least-cost Site Selection Model

Tema Oil Refinery in Tema, wants to locate a site in one of the district capi-

tals that would be the shortest route and cost effective distribution center for

the company. The company considers the distance between various district

capitals, the drivers’ duty expenses incurred in performance of duties, which

include the costs of diesel, meals, and incidentals. The least Travel-cost site,

location minimizes total costs and is derived as follows:

Minimize
N∑
j

Dj × (
N∑
i

Li × (Tij + Gj)),

Subject to
N∑
j

Dj ≥ 1.............,

Where

ij=towns

Li = number of days traveled

Gj = incidental expenses at town

Tij = the cost of travel to town j from town i,

Dj = 1 if distance travel in town 0 otherwise

The constraint ensures that at least one candidate city is found. In many

cases only one city i will provide the least cost among all N cities so Di = 1
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and Dk = 0 for k 6= i. The constraint will be satisfied because
∑N

j Dj = 1

for these cases. However, we need to provide for the possibility that there

may be a case where two cities provide the least cost, and for this case the

constraint will be satisfied because
∑N

j Dj > 1

Example 2

Consider the situation in which a Company distributing LPG from a dis-

tribution center to all the four towns. The expense data varies by town

(Table 3.2). To compute the total cost for distributing in Wiawso, we calcu-

late travel costs from all points of origin:

Table 3.1: Expenses Data

Origin Town Number of Days Travel Incidental expenses(IE) Per Day (GH)

Wiawso 1 55

Bibiani 1 58

Dwinase 1 65

Bekwai 1 48

Table 3.2: Travel Costs
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Route Round Trip (km) Cost per km (GH) Total Cost (GH)

Wiawso - Bibiani 41 0.6492 26.6

Wiawso - Bekwai 13 0.6492 8.4

Wiawso - Dwinase 5 0.6492 3.2

Bibiani - Bekwai 28 0.6492 18.2

Bibiani - Dwinase 48 0.6492 31.2

Total travel Cost from distribution center to all points of origin are: (Costperkm)×

(Wiawso−Bibiani) = (41)× (GH0.6492) = GH26.6

(Costperkm)× (Wiawso−Bekwai) = (13)× (GH0.6492) = GH8.4

(Costperkm)× (Wiawso−Bibiani) = (5)× (GH0.6492) = GH3.2

(Costperkm)× (Bibiani−Bekwai) = (28)× (GH0.6492) = GH18.2

(Costperkm)× (Wiawso−Bibiani) = (48)× (GH0.6492) = GH31.2

3.3.2 How The Cost of Travel, Tij , is Determined

The travel cost Tij is based on the quantity of diesel used between town i and

j (called a town pair) is based on one-way travel. Since no truck (tanker)

station services every other station, a one-way trip is often composed of

multiple legs. For example, a trip from Wiawso to Bibiani usually means

a transfer in either Bekwai or Dwinase through Bekwai and then non-stop

to Bibiani. The cheapest route is determined by solving a shortest route

(path) problem where we have four nodes (Wiawso, Dwenasi, Bekwai and
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Bibiani) and the following five arcs or town pairs: Wiawso - Bekwai, Wiawso

- Dwenase, Dwenase - Bekwai, Bekwai - Bibiani, Wiawso - Bibiani. The cost

for each arc, cij , is the amount of diesel used to off load the consignment from

town i to town j Hence the travel cost from Wiawso to Bekwai and back,

TWiawso,Bekwai , would be the (total cost of the least cost path from Wiawso to

Bekwai)× 2. Any shortest-path algorithm can be used for this problem. But

Floyd’s algorithm is more robust and involves lesser computational overhead

in large networks (Ravi, 2004).

Example 3

(Numerical example of the Least-cost Travel Site model) A gas company

wants to locate distribution center in one of the four towns. Determine the

least travel-cost location. Data are provided as follows: Duration, Li = 1 day

Table 3.4: Towns and their incidental expenses

Town Li= days GjIncidental expenses(IE)

Wiawso 1 55

Bibiani 1 58

Dwinase 1 65

Bekwai 1 48
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Table 3.5: Round-trip costs (Tij )

Wiawso Bibiani Dwinase Bekwai

Wiawso 0 106 6 34

Bibiani 106 0 112 72

Dwinase 6 112 0 40

Bekwai 34 72 40 0

Solution

The towns in column 1 of table 3.5 are the origin towns and the towns in

columns 2 through 5 are the location for distribution center. Therefore, if

Bibiani is the location for distribution center, the travel cost from Wiawso

to Bibiani and back,T12 , is 106. Therefore if D1 = 1 (Wiawso is the location

for distribution center) and D2 through D5 = 0 we have

Table 3.6: Cost for location in Wiawso

i Li Ti1 GjIE Li × (Ti1+G1)

1 1 0 0 0

2 1 106 55 161

3 1 6 55 61

4 1 34 55 89
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The total cost for Wiawso is 0 + 161 + 61 + 89 = 311. The travel distance

and per diem from Wiawso is zero since the distribution center is located

at this station. Also if Therefore if D2 = 1 (Bibiani is the location for

distribution center) and D1,D3 through D5 = 0 we have

Table 3.7: Cost for location in Bibiani

i Li Ti1 GjIE Li × (Ti1+G1)

1 1 106 58 164

2 1 0 0 0

3 1 112 58 170

4 1 72 58 130

The total cost for Bibiani is 164 + 0 + 170 + 130 = 464. Repeating this

process for the other three towns, we get these total costs:

Table 3.8: Total costs for locating distribution center in various towns
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j Distribution Center Location Total Cost (Gh)

1 Wiawso 311

2 Bibiani 464

3 Dwinase 353

4 Bekwai *290

* Least-Cost distribution Center

By inspection, it could be observed from Table 3.8 that, the least-cost for

Distribution Center is Bekwai. It quickly becomes obvious that while man-

ually calculating all of the costs is a straight-forward, albeit time-consuming

task, a MATLAB Programme is therefore developed to speed up the calcu-

lations.



Chapter 4

DATA ANALYSIS AND

MODELLING

4.1 GENERAL OVERVIEW

This chapter analyses the secondary data used as input to the proposed site

selection model of the study and discusses results obtained from the analy-

sis. The data analysis was implemented using the two developed MATLAB

programmes (leasttravelcost.m and leastcost-site.m). Specifically the Floyd’s

algorithm was used to determine the least travel costs as input parameters

and the other programme was used to solve the site selection model.

4.2 DATA COLLECTION

The Government Agency that was contacted for the secondary data and other

important information for this thesis was the Regional Town and Country

64
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Planning Department (Sunyani) where the map of the Brong Ahafo Region

was obtained. The State Transport Cooperation (STC) in Sunyani, where

distances between District capitals were obtained, Hills Gas Tankers for quan-

tity of diesel used per kilometer and the price per litre of diesel was obtained

from Total Filling Station in Techiman. The Floyd’s Algorithm was coded

using MATLAB and used to minimize the travel costs across the nineteen

(19) district capital towns in Brong Ahafo Region of Ghana. The data from

Hills Gas was about incidental expenses for each trip.

Table 4.1: Summary of Data and their Source

4.3 DATA ANALYSIS

4.3.1 MODEL INPUT DATA

The travel costs (distances and diesel used) for each town were calculated

and also analyzed using the Floyd’s Algorithm code. The actual code is
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included in Appendix A. The summary of both data are given below as the

input data. The incidental expenses is written against each town. Duration

of travel (days), Li = 1.

Table 4.2: Summary of incidental expenses

TownIndex (Town) IE (GH) Town Index (Town) IE (GH)

1 Sunyani, SU 40 11 Banda, BA 45

2 Techiman, TE 40 12 Drobo, DR 45

3 Nkoranza, NK 40 13 Berekum, BK 40

4 Atebubu, AT 50 14 Dormaa, DO 45

5 Kwame Danso, KW 50 15 Kukuom, KU 50

6 Yeji, YE 50 16 Goaso, GO 45

7 Kintampo, KN 45 17 Kenyasi, KE 45

8 Jema, JE 45 18 Bechem, BE 40

9 Wenchi, WE 40 19 Sampa, SA 45

10 Nsawkaw, NS 45

Table 4.2 depicts the incidental expenses at each capital town per day.

The output of the Floyd’s Algorithm is presented in Table 4.3. These results

represent the travel costs of round-trip per person in Ghana Cedis (GH).

The entries below the main diagonal symmetrically equal those above it.
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Figure 4.1: Network of Nineteen District Capitals in Brong Ahafo Region
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Table 4.3a: Floyd Matrix of the ROUND - TRIP TRAVEL COST ( ) IN
(B/A)
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Table 4.3b: Floyd Matrix of the ROUND - TRIP TRAVEL COST ( ) IN
(B/A)
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Table 4.4a: CODE (TOWN) SEQUENCE (Si )
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Table 4.4b: CODE (TOWN) SEQUENCE (Si )
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The towns in column one (1) of Table 4.3 are the origin towns and the

towns in columns two (2) through Twenty (20) are the potential location

sites. For instance, if Wenchi, WE, is the selected site, the travel cost from

Sunyani, SU to Wenchi and back, T1,9 is GH154.00 for fuel used from Sun-

yani. Similarly, the travel costs from Techiman, Nkoranza, Atebubu, Kwame

Danso, Yeji, Kintampo, Jema, , Nsawkwaw, Banda, Drobo, Berekum, Dor-

maa, Kukuom, Goaso, Kenyasi, Bechem, and Sampa to Wenchi and back are

GH80.00, GH154.00, GH409.00, GH495.00, GH585.00, GH236.00, GH191.00,

GH77.00, GH165.00, GH318.00, GH240.00, GH298.00, GH400.00, GH361.00,

GH289.00, GH275.00, and GH205.00 respectively. The values in row Twenty

One (21) represent the collective travel costs to the respective potential lo-

cation towns. For example, if the site is located at Banda the total travel

cost is GH6896.00. Table 4.4 represents the associated routes connecting the

town-pairs. The travel cost from Atebubu with index 4 to Jema, indexed

8 and back, T4,8 is GH358.00, (Table 4.3). The associated route, S4,8 from

Table 4.4 is 3. Since the segment S4,8 = 3 6= 8 , it means Atebubu and Jema

are linked through at least one intermediate town, possibly Nkoranza, in-

dexed 3. Considering Wenchi to Bechem, S9,18 , we could deduce from Table

4.4 that S9,18 = 2 6= 18 .This implies that from Wenchi to Bechem is not

a direct link therefore Wenchi→ Bechem is replaced with Wenchi → Techi-

man → Bechem and the route Atebubu → Jema now becomes Atebubu →

Nkoranza → Jema. That is, S4,8 = S4,3 → S3,8. The associated travel costs

of the route are GH255.00 + GH103.00 = GH358.00 (Table 4.3). Moreover,

the route Berekum → Jema, S13,8 = 2 6= 8 means that the towns are linked

through at least one other intermediate town. These towns are Sunyani and
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Techiman indexed 1 and 2 respectively. Thus the route becomes Berekum

→ Sunyani → Techiman → Jema (Table 4.4).

4.3.2 MODELLING

To solve for the least selection site, an algebraic representation model of the

problem was developed to derive the minimum total costs for each town as

follows: Minimize
N∑
j

Dj × (
N∑
i

Li × (Tij + Gj)),

Subjectto
N∑
j

Dj ≥ 1.............,

Where

ij=towns

Li = number of days traveled ,

Gj = incidental expenses at town

Tij = the cost of travel to town from town ,

Dj = 1 if distance travel in town 0 otherwise

The constraint ensures that at least one candidate town is found. In many

cases only one town i will provide the least travel cost among all N towns

so Di = 1 and Dk = 0 for k 6= i. The constraint will be satisfied because∑N
j Dj = 1 for these cases. However, we need to provide for the possibility
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that there may be a case where two or more towns will provide the least

cost, and for this case the constraint will be satisfied because
∑N

j Dj > 1

. The model was coded using MATLAB and makes its calculations based

on input from the user. The code is included in Appendix A. The output

was displayed for analysis in the form of text files. The data in Tables 4.1

and 4.2 represent Tij is the input data and for the purpose of this study, Gi

incidental expenses and Li number of days travel.

4.3.3 Results from the Model Solution

Table 4.5 below shows the summary results of the site selection model for

the Distribution Center of LPG. The study revealed that Yeji, YE is the

most expensive site at GH12363.00 and it is GH6783.00 more than the least

travel cost alternative, Techiman, at GH5580.00. This represents a 54.87 %

(GH6783.00) savings on this Distribution center. If the Oil Company could

save 54.87 % on distribution LPG to various district, taken Techiman as

Distribution Center, it might realize potential GH6783.00 savings based on

the estimated Yeji distribution cost. Even if a conservative estimate of 10%

annual savings is used, it is possible that Tema Oil Refinery could realize an

annual GH1236.30 saving on distribution of LPG relating to Brong Ahafo

Region of Ghana.
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Table 4.5: Total Costs for Distribution in Various District Capital Towns
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The true strength of this methodology is that the study shows the exact

location and the least aggregate travel cost of GH4860.00 (Table 4.3).

TABLE 4.6: SUMMARY OF ROUTES TO COST-EFFECTIVE SITE

Table 4.6 above is an excerpt of table 4.4 showing all the shortest routes

from all the origin towns to the estimated cost-effective Distribution Center

with their round-trip costs. The numbers preceding the codes of towns in

columns one (1) and two (2) are the respective index of the towns. These are

used in column four (4) to represent the intermediate nodes (towns) in each
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route to the Distribution Center. Thus we can deduce that the route from

Yeji to Techiman is 6 - 4 - 3 - 2 which denotes Yeji→ Atebubu → Nkoranza

→ Techiman

4.4 SENSITIVITY ANALYSIS

While this model is a useful tool to aid decision making in site selection

for Distribution Center, there remain several types of uncertainty associated

with this method of analysis. One of such uncertainty is the effect of change

of values due to inflation or otherwise.

The study has revealed that Techiman is the least cost town with the

cost of GH5580.00. From Table 4.7 with a 10% increase in fuel and inciden-

tal expenses in the respective towns, Techiman remains the least cost town

at GH5954 .00; an increase of GH374.00 (6.70%). Yeji remains the most ex-

pensive Distribution Center at GH13424.00; an increase of GH1061.00 rep-

resenting 8.58%. At 15% increase of fuel and incidental expenses, Yeji is

still the most expensive site at GH1,3999.00 with an increase of GH1,636.00

(13.23%) and Techiman remains the least cost town with GH6199.00; an

increase of GH619.00 representing 11.09%. None of the respective town

recorded a change in their positions. The analysis shows that the model

is certain and can stand the test of time even with an appreciable percentage

change of values.
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Table 4.7: Total Costs for Distribution in Various District Capital Towns at
10%, and 15% increase of the Fuel and Incidental expenses
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4.5 FINDINGS

The study was an attempt to develop methodology which could be used in

the different institutions to select and optimize the most cost effective Distri-

bution Center among many possible choices. The results generated from the

data gathered aim at providing insights into the institution under study and

do not necessarily translate to being representative of the entire population.

The district capitals were chosen from the twenty seven district capital towns

in Brong Ahafo Region of Ghana. The data was collected and analyzed using

MATLAB code for Floyd’s algorithm. Another MATLAB code was used to

solve the model. From Table 4.5, the most expensive Distribution Center

is Yeji with total cost of GH12363.00. About 92.72% (GH11463.00) consti-

tuted travel cost (Table 4.3) and 7.28% of the total expenses is estimated

to be the incidental expenses. The most cost-effective Distribution Center

selected is Techiman with GH4860.00 and GH5580.00 as travel and total

cost respectively (Tables 4.3 and 4.5). Thus the model suggested that the

subsequent Distribution Center could be located at Techiman. However, the

model is flexible enough to allow institutions planners to choose a preferred

destination.



Chapter 5

CONCLUSION AND

RECOMMENDATIONS

5.1 INTRODUCTION

This chapter presents the summary and conclusions drawn from the study

and makes some recommendations to help the TOR and other institutions

to live within their budget allocated for building a distribution center or

warehouses.

5.2 SUMMARY

The researcher sought to develop site selection methodology using Floyd’s

Shortest-route Algorithm to minimize the travel costs of distribution LPG.

The purpose specifically was to determine the least expensive travel cost

and this involved mathematical model for the determination of an optimal

80
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location of the Distribution Center in the Brong Ahafo Region.

The Tema Oil Refinery was used as case study. In all, the nineteen

district capitals were used in the study. Data was collected from the Regional

Town and Country Planning Department (Sunyani), The State Transport

Cooperation (STC) in Sunyani, Hills Gas Tankers, Floyd’s shortest-route

algorithm was used as the mathematical tool to solve the travel cost problem

and MATLAB code was used. The following were findings of the study:

On the issue of least expensive travel cost, the analysis revealed that

Techiman, is the least expensive site with aggregate cost of GH5580.00. The

total travel cost needed to distribute LPG from the cost-effective site was

found to be GH4860.00. The model revealed that Yeji, is GH6783.00 more

than the least cost alternative, Techiman. This represents a 54.87% savings

on traveling cost alone. About 87.10% constitutes transportation cost and

12.90% of the total expenses are estimated to be the incidental expenses.

5.3 CONCLUSION

Based on the results from the study it was concluded that the most expensive

Distribution Center (site) is Yeji and the least expensive alternative Distri-

bution Center, that is, most cost-effective site is Techiman, in Brong Ahafo

Region. The model developed reveals that if TOR adapts to the model they

can make a saving of GH6783.00 on every distribution. Hence we can con-

clude that the shortest-route algorithm we used to develop the model can

have a dramatic increase in the saving margin of the institutions in terms of

distribution, should they adapt to it.
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5.4 RECOMMENDATIONS

From the conclusion, we realized that using network models in decision mak-

ing to select distribution center or site helps to minimize the distribution cost,

thereby increase their savings. It is therefore recommended that TOR and

other institutions should adapt this model in their selection of cost-effective

Distribution Center or Warehouse site.

It is also recommended that institutions be educated to consult math-

ematicians to use Floyd’s shortest-route algorithm to find an appropriate

mathematical model to help them in decision making and planning events

more efficiently.

Moreover, immediate funding from agencies for continued refinement of

the distribution site selection model programme is recommended. Lastly,

it is recommended that the study should be replicated for the Techiman

Municipal using the towns for the most potential cost - effective Distribution

Center or sites and create window-based user interface for the programme to

help naive users of MATLAB.
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appendix Appendix A: MATLAB Code for Floyd’s Shortest Path Algo-

rithm and Least Expensive Model Leasttravelcost.m

PART 1: This Code determines the least travel cost matrix and node(Town)sequence matrix.

%This a code for

%Floyd’s shortest path algorithm

%The input parmeters are your starting travel cost matrix Do.

%It serves you with your final least travel cost matrix and town sequence matrix So

n=input(’Enter the number of towns : ’);

Towns=cell(1,n);

for i=1:n; %This allows entry of the names of the towns

Towns(1,i)=input(’Enter the names of the towns one by one: ’);

end

Townsinv=Towns’;

D=zeros(n);

for i=1:n;

for j=1:n;
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if i~=j;

disp([’provide travel distance from ’ Townsinv(i,1) ’to’ Towns(1,j)]);

D_o(i,j)=input(’travel distance =’ );

end

end

end

h=D_o;

for i=1:n; %code for initializing the source matrix

j=1:n;

s(i,j)=j;

end

for k=1:n; %number of iterations

for i=1:n;

for j=1:n;

if i~=j & k~=j & i~=k;

if h(i,j)>h(i,k)+h(k,j);

h(i,j)=h(i,k)+h(k,j);

s(i,j)=k;

else

h(i,j)=h(i,j);

s(i,j)=s(i,j);

end

end

end

end
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end

for i=1:n;

s(i,i)=0;

end

D=h;

disp([’The number of iterations is ’ ]);

disp(k);

disp(’The initial travel distance matrix across towns’);

disp(D_o);

disp(’The least travel distance matrix’);

disp(D);

disp(’The town sequence matrix’);

disp(s);

PART 2: CODE FOR COST-EFFECTIVE DISTRIBUTION CENTER

n=input(’put the size of matrix here: ’);

d=input(’the matrix here: ’);

v=d;

Towns=cell(1,n);L=zeros(n,1);G=L; G=zeros(n);T=G;T_cost=G;

T=v; Total_costmatrix=L;

for i=1:n;

Towns(1,i)=input(’Enter the names of the towns one by one:’);
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end

for i=1:n;

disp([’Provide info on’ Towns(1,i)]);

L(i,1)= input(’Number of days travel = ’);

G(1,i)=input(’incidental expenses = ’);

G(:,i)=G(1,i);

G(i,i)=0;

T_cost=L(i,1)*(T(:,i)+G(:,i));

disp([’Cost shcedule for ’ Towns(1,i)]);

j=1:n;

disp([j’ T_cost]);Total_costmatrix(i,1)=sum(T_cost);

disp([’Total Cost’]);

disp([sum(T_cost)]);

end

[value,dim]=min(Total_costmatrix);

disp([’Least Cost Town ’ ]);

disp([Towns(1,dim)]);

disp([’Least Cost’ ]);

disp([value ]);

Appendix B:

INPUT DATA OF FLOYD’S ALGORITHM CODE



CHAPTER 5. CONCLUSION AND RECOMMENDATIONS 95

Enter the number of towns : 19

Enter the names of the towns one by one: {’SU’}

Enter the names of the towns one by one: {’TE’}

Enter the names of the towns one by one: {’NK’}

Enter the names of the towns one by one: {’AT’}

Enter the names of the towns one by one: {’KW’}

Enter the names of the towns one by one: {’YE’}

Enter the names of the towns one by one: {’KN’}

Enter the names of the towns one by one: {’JE’}

Enter the names of the towns one by one: {’WE’}

Enter the names of the towns one by one: {’NS’}

Enter the names of the towns one by one: {’BA’}

Enter the names of the towns one by one: {’DR’}

Enter the names of the towns one by one: {’BK’}

Enter the names of the towns one by one: {’DO’}

Enter the names of the towns one by one: {’KU’}

Enter the names of the towns one by one: {’GO’}

Enter the names of the towns one by one: {’KE’}

Enter the names of the towns one by one: {’BE’}

Enter the names of the towns one by one: {’SA’}

[1x25 char] ’SU’ ’to’ ’TE’

travel cost =175

[1x25 char] ’SU’ ’to’ ’NK’
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travel cost =inf

[1x25 char] ’SU’ ’to’ ’AT’

travel cost =inf

[1x25 char] ’SU’ ’to’ ’KW’

travel cost =inf

[1x25 char] ’SU’ ’to’ ’YE’

travel cost =inf

[1x25 char] ’SU’ ’to’ ’KN’

travel cost =inf

[1x25 char] ’SU’ ’to’ ’JE’

travel cost =inf

[1x25 char] ’SU’ ’to’ ’WE’

travel cost =154

[1x25 char] ’SU’ ’to’ ’NS’

travel cost =inf

[1x25 char] ’SU’ ’to’ ’BA’
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travel cost =inf

[1x25 char] ’SU’ ’to’ ’DR’

travel cost =inf

[1x25 char] ’SU’ ’to’ ’BK’

travel cost =86

[1x25 char] ’SU’ ’to’ ’DO’

travel cost =inf

[1x25 char] ’SU’ ’to’ ’KU’

travel cost =inf

[1x25 char] ’SU’ ’to’ ’GO’

travel cost =inf

[1x25 char] ’SU’ ’to’ ’KE’

travel cost =135

[1x25 char] ’SU’ ’to’ ’BE’

Appendix C:

THE OUTPUT DATA OF FLOYD’S ALGORITHM CODE FOR SEN-

SITIVITY ANALYSIS - 10% INCREASE OF INPUT
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