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ABSTRACT

With the expansion of WLAN, and the proliferatiohfmndheld mobile devices such as PDA,
cell phones, laptops, etc there is growing interesiptimizing the WLAN infrastructure so as to
increase productivity and efficiency in the varioccempuses, airports, hotels and other areas
where access points (APs) are mostly found. Thieciseved by effectively deploying APs to

provide adequate signal coverage also to mininozehannel interference and coverage overlap.

This study was conducted on the campus of Kwameum&h University of Science and
Technology, where received signal strength indicé®S5SI) measurements were collected from
some selected APs on the campus in LOS and NLO%oenwent scenarios. Path loss
exponents, standard deviation and root mean sqeamer were determined for these
environments scenarios using least-square regressialysis. The results were compared with
those of other published results and showed gooseagent. Empirical models (prediction) were
derived for LOS and NLOS environments and validdtgdomparing them with some existing
models such as COST231 Hata, Stanford Universirim and Free Space Loss model. The
results from the comparison were found to be satiefy indicating that the derived models can

be used for effective deployment of wireless neks@at KNUST.

Index Terms- NLOS, LOS, RSSI, Path loss exponents, environmsegario, WLAN
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CHAPTER ONE

INTRODUCTION

1.0. Introduction

Over the last few years, Wireless Local Area NeksdWLANS) have gained strong popularity
in a number of vertical markets, including heal#lne; retail, manufacturing, warehousing, and
academic areas. These industries have profited fhenproductivity gains of using hand-held
terminals and notebook computers to transmit riead¢ tinformation to centralized hosts data

processing [1].

Wireless communications offer users and organimatimany benefits such as portability and
flexibility, increase productivity, and lowers cast installation. Wireless Local Area Network
(WLAN) devices, for instance, allow users to moteit mobile devices from place to place
within their offices or campuses without the need Wwires and also maintaining network
connectivity [2]. Less wiring means greater flektl increase efficiency, and reduce wiring
costs. Handheld devices such as Personal Digitsiktasits (PDA) and cell phones allow remote
users to synchronize personal databases and praga#ss to network services such as wireless

e-mail, web browsing, and internet services [3].

Wireless Fidelity (Wi-Fi); it is also a way to cogot to the internet without wires or cables.
Wi-Fi technology is a set of standards for wireldesal area networks based on the
specifications known as the Institute of Electrieadd Electronic Engineers 802.11 (IEEE
802.11), it was originally developed for use byeless devices and local networks but it is now

used for internet access as well [4].



Wireless technology in the IEEE 802.11 specifiaatiocluding the wireless protocols 802.11a,
802.11b, and 802.11g. The Wi-Fi Alliance was formadl1999 as an industry consortium
intended to promote the successful commercialimadfo802.11 products [5]. As wireless signal
traverse the path from a transmitter to a recethey will be diffracted, scattered, and absorbed
by the terrain, trees, building, vehicles, peojlte that comprises the propagation environment
[6]. The presence of obstructions along the patly mmause signal to experience greater
attenuation than it would under free space conabtif6]. Radio signal attenuation and path
losses depend on the environment and have beegnized to be difficult to calculate and

predict [2].

Past studies of the signal propagation, in batle@n and outdoor environment have used several
models with varying degrees of success and or caxip) if we focus on the signals of
WLANS; we have to consider the propagation envirenta we will run into. The quality of
coverage of any wireless network design dependi@accuracy of the propagation model. For
accurate design, the propagation models are estihfis@m signal strength measurement taken in
the study area [7, 8]. This study examines howetindronment affects the propagation of radio
wave signal by using the measured signal data fhenstudy area to determine propagation path

loss exponents and empirical path loss models.

1.1 Aim/Objective of This Study
The main aim of this study is to investigate th@act of the environment on the signal quality in

an outdoor environment. The study investigates @éfiect that obstructions and other



interferences have on signal strength and pathdrgenents, which has a relationship with the

signal quality.

Received signal indicator empirical data will b&e@a from some selected access points at
various locations on the campus of Kwame Nkrumalivéisity of Science and Technology.
Path loss exponents will be determined for thesations and based on that, propagation path
loss models derived for the study area. The residlthis study will be compared with existing

results of other well known researchers to deteentsiaccuracy and confidentiality.

1.2 Thesis structure

The first chapter basically introduces the studyebgborating on the aims/objectives of the
study. The second chapter is the literature revidnch comprises of overview of related works
on radio wave propagation modeling, the study aficavave propagation and radio wave
propagation modeling. Chapter three states therrast@nd methods used in this study such as
the site description, surveying tools used and daléection procedure. The fourth chapter
presents the results, analysis and discussiomsllyichapter five comprises of the Conclusions

and Recommendations.



CHAPTER TWO

LITERATURE REVIEW

2.0 Introduction

The mean signal strength from an arbitrary trartemieceiver (T-R) separation is useful in
estimating the radio coverage of a given transmitteere as measures of signal variability are
key determinants in system design issues suchtesrendiversity and signal codirig.order to
accurately estimate the spatial separation betwaasmitter and receiver, a propagation model
must be used that is suitable to a specific opmratienvironment. Radio propagation models are
empirical in nature; they are developed based e leollections of data for the specific
scenario. Like all empirical models, radio propagamodels do not point out the exact behavior
of a channel, rather they predict the most expeotddvior the channel my exhibit under

specified conditions [9].

In this chapter, a comprehensive review on thedlitee in the areas of related works on radio
wave propagation modeling, radio wave propagatimh & review of some known propagation

models are presented.

2.1 Related Works on Radio Wave Propagation Modelop

The field of modeling radio wave propagation hasrbestudied by many researchers,
organizations and academic institutions [10-25]. 1945, Herald T. Friis [10], a Danish-
American radio engineer, one of the pioneers oforacave propagation modeling derived a

formula known as the transmission equation whialsisd in telecommunications engineering to



predict the power received by a receiving antenndeu idealized conditions given the
transmitting antenna some distance away, and tigtitggma known amount of poweiThis
model can be used in a clear line-of-sight microsviink and also in satellite communication. In
1957, John Egli [11] introduced the Egli model, gtis a terrain model for radio propagation.
This model was derived from real-world data onaulthigh frequency (UHF) and very high
frequency (VHF) television transmission in sevéaade cities; it is used to predict the total path
loss for a point-to-point link. Okumuet al in 1968 came out with prediction curves based on
propagation measurement conducted in Kanto (ne&yd)pJapan [12]. This model presents
signal strength prediction curves over distanca guasi-smooth urban area (terrain undulation
is less than 20m). In order to predict other typesirea classifications, correction factors for
suburban and open areas are given. Okuratied also provided correction factors for various
terrain irregularities such as sloped terrainyh#rrain, mixed land-sea path, and diffraction by
ridges and mountains. In using Okumura predicti@deh radio transmission parameters such
as base station antenna height, terrain undulateight, slope, etc. must be determined
according to [12]. Hata [13] in 1980 developed athmmatical formulation from Okumura
prediction curves in order to obtain simple compatal applications. Therefore, this model is
then called Okumura-Hata model, it was developesedan the frequency 150 MHz to 1500
MHz [14]. Some research was also done by Coopéradeience and Technology (COST) 231
group in the early 1990’s [15], where the groupktsome measurements from some European
cities and came out with a number of well-validateddels from their measurements. COST-
231 Hata model [15] was devised as an extensidhetddata-Okumura model. The COST-231
Hata is widely used for predicting path loss in if@lkvireless system, it is designed to be used

in the frequency band from 1500 MHz to 2000 MHz] @nalso contains corrections for urban



suburban and rural (flat) environments. In recestetbpments, Chen and Kobayashi in 2002
proposed a linear regression approach to deterthenparameters of wave propagation models
for WLANSs based on the measured signal strengtissafpoints. The fitted regression model is
used to estimate signal strengths for unknown pof@hen and Kobayashi [16] reported that, the
quality of the estimation depends on the underlyiaye propagation model. George Mason
University (GMU) during the fall of 2007, developed indoor-outdoor model in their campus

in order to describe 802.11 b/g path losses betvaeeoutdoor receiver and indoor transmitter,

with each located at a roughly ground level, mezments were taken with indoor transmitters

and outdoor receivers and path losses obtainedtfiemmeasurements [9].

Another major contribution to indoor propagatiorigorates from the research of Smulders
conducted at Eindhoven University of Technology @95 [17]. Other works in indoor channels
are found in [18,19, 20]; however, other literatore outdoor channels are presented in [21,22,

23].

2.2 Radio Wave Propagation

Radio wave propagation as defined in [24], is tledadvior of radio waves when they are
transmitted or propagated from one point of thethedo another or various parts of the
atmosphere. An understanding of radio propagasi@ssential for coming up with appropriate
design, deployment, and management strategiesifeltess networks. In effect, it is the nature
of radio channel that makes wireless networks neoreplicated than their counterparts wired
networks. Radio propagation is heavily site-sped2b] and can vary significantly depending on

the terrain, frequency of operation, velocity ofbile device, interferences and other dynamic



factors. Accurate characterization of the radioncieh through key parameters and mathematical

model is important for the predicting signal coggraanalysis of interference from different

systems, and determining the optimum locationristalling base station antennas [26].

2.2.1 Radio Wave Propagation Mechanisms

Reflection, diffraction, and scattering are the ibapropagation mechanisms in wireless

communication systems. These mechanisms causegigtial to distort and give rise to signal

fading, as well as additional propagation lossdse Figure 2-1: shows an illustration of

reflection, diffraction, and scattering.
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Reflection occurs when a propagating electromagneéive impinges upon an object that has
very large dimensions compared to the wavelengthhef propagating wave. Some of the
reflected waves may also be partially refractece €befficients of reflection and refraction are
functions of the properties of the materials of thedium, and generally depend on the wave

polarization, angle of incidence and frequencyhefpropagating wave [27].

2.2.1.2Diffraction:

Diffraction is the bending and spreading of elettagnetic wave when it encounters an
obstruction [24]. When the wave impinges upon sof&ructions along their path, they tend to
propagate around the corners, edges and behindlibuctions [28]. In many practical
situations, propagation path may consist of mown tbne obstruction. Hence, Bullington’s
method [29] focused on the part of the field tlsatieated by diffraction can be written as the
product of the incident field with a phase factarEpstein-Peterson method [29], they suggested
that line-of-sight be drawn between relevant oldesaand diffraction losses at each obstacle be
added. Deyout's method [30] also focused on calieigathe main edges determine by the
isolated terrain features producing the greatdétadtion loss in the absence of other features
between transmitting and receiving antennas. Allsbert et al. [31] combined the results of
empirical models with their own measurements resalid applied a modified diffraction
algorithm in order to obtain a good radio propawafprediction with very low consumption of

computational resources [31].

2.2.1.3Scattering:



Scattering is the phenomenon where by the energy electromagnetic wave is distributed in a
propagation medium along several directions afteeeting a rough surface or heterogeneities
with small dimensions compared to the wavelengtthefelectromagnetic wave [32]. Scattering
can happen in two ways. The first type of scattgermon small level and has a lesser effect on
the signal quality and strength. This type of sraty may manifest itself when electromagnetic
wave propagates through a substance and the individectromagnetic waves are reflected off
the minute particles within the medium. Smog in atmosphere and sandstones in the desert
can cause this type of scattering. The second dfseattering occurs when an electromagnetic
wave encounters some type of uneven surface aeflested into multiple directions. Chain like

fences, tree foliage, and rocky terrain commonlysegthis type of scattering [33].

2.2.2Multipath Fading

The collective effect of reflection, refraction,ffdaction and scattering leads to multipath
propagation [34]. In most radio channels, the tma@tied signal arrives at the receiver from
various directions over a multiplicity of paths.el'hhase and amplitude of a signal arriving on
each different path are related to the path leagthconditions of the path. Yuhabal.[35] in

their studies in 2005 characterized multipath fgdihannel dynamics at the packet level and

analyzed the corresponding data queuing performanggrious environments.

Li Sun et al. [36] established a nonlinear dynamic model for tipath fading channels, their
studies in 2007 was based on the nonlinear dyn&npcaperties of wireless mobile
communication channel; they used chaos and fréotalry. Hence, in order to be able to assess

the performance capabilities of various wirelessgeys, root mean square (rms) delay spread is



a good measure to grossly quantify the differenitipath channels. The equation for rms delay

spread ¢) used is given iftquation 2.1

o, = /T_Z—(f)z (2.1)

With mean excess delayj

_ _ XkP(g)tk
T= Tsepao (22)
and

7 _ Yk P(tg )Tk

t Sk P(t0) (23)

WhereP(z ) is the relative amplitude of the multipath compaseand is the time delay during

multipath energy fall.

In outdoor environment, multipath can be caused Bgt road, large body water, building, trees
or atmospheric conditions. Therefore, we have $sghauncing and bending in many different
directions. The principal signal will still traveb the receiving antenna, but many of the
bouncing and bent signals may also find their wayhe receiving antenna via different paths

[34].

2.3 Radio Interference in Wireless Local Area Netwdk

Different wireless systems sharing the same fregpemand and operating in the same

environment are likely to interfere with each othend experience a severe decrease in

10



throughput [33]. Studies conducted by Farpoint @r¢@i’] in 2007 showed that, interference
from microwave oven can reduce WLAN throughput afretthan62%, about89% from another
interfering WLAN and20% from interfering Bluetooth device. However, thes s unlicensed
bands facilitates spectrum sharing and allowingaforopen access to the wireless medium, but
causes mutual interference between different ragigiems and making spectrum utilization
inefficient [36]. The main types of interference WLAN are adjacent and co-channel
interference, and Wireless Local Area Network (WDANVireless Personal Area Network

(WPAN) coexistence.

2.3.1 Adjacent and Co-channel Interference

Adjacent and Co-channel interference occurs whenammore RF signals interacting with each
other and causing a degradation of performance. [88}channel interference is caused by
undesired transmissions carried out on the sanwdrey channel; and adjacent channel or
partially overlapped channels [39]. The way nodes WLAN share the medium is similar to an
Ethernet segment. A carrier sense multiple accéssowllision avoidance (CSM/CA) is used as
medium access control scheme. Nodes sense th@etiiace before transmitting a frame, if the
receiver is busy, the transmitting node will waitiuthe receiver is free before transmitting the
frame. This makes the study of interferences inHBB2.11 WLANS quite different from what
is done in other radio networks due to the pariicuifluence of interferences produced by cells
using the same channel (co-channel interferenced itell suffering only from co-channel
interference, even though there is no traffic orf4@]. The presence of adjacent channel

interference reduces the effective Signal to leterice and Noise Ratio (SINR) and therefore,

11



the number of errors in reception is increasgédmmunications in the unlicensed Industrial,
Medical and Scientific (ISM) bands needs to implatngpread spectrum techniques and limit
their transmission power in order to minimize theact of interference with other devices [41,
42]. Once spread, the resulting signal occupiegaralwidth of abouOMHz. In addition, the
signal available channels are defined vitiHz separation between consecutive carriers. There
should be at least five channel of separation sraptee that two simultaneous transmissions do
not interfere with each other. Previous empirickldees showed that a separation of four
channels can be used without reducing the perfocmahnetwork [42], so possibilities could be
opened to channdl, 5,9 and13 (where applicable) instead of the traditional cledsd,6 and

11. The idea of using all available channels appeafd4] for the first time. Some studies have
been done [45] to present an analytical study eneffects of adjacent channel interference in
IEEE802.11 abg WLANS which is supported by prattim@asurements and simulations. The
results provided are intended to assist differemtiar resource management mechanisms by
providing hints on the use of partially overlappathnnels, similar studies focused on Direct

Sequence Spread Spectrum (DSSS) have been prevusished in [46,47].

2.3.2 WLAN/WPAN Coexistence

Wireless Personal Area Networks (WPANS) typicallgnsist of portable devices such as
personal digital assistants (PDA), cell phonesdbkets, computer keyboards, and mice. The
performance of IEEE 802.11 wireless LANs can beec#fd when co-located with WPAN
devices. The IEEE 802.15 standard addresses WPAMNSsircludes Bluetooth and Zigbee

networks. Bluetooth is one of the most popular WP#dtwork technologies and operates in the

12



2.4GHzISM band using frequency hopping spread spectfeirsg) [38] Early versions (v1.0
and v1.1)of Bluetooth devices can cause significant interiee while operating in close
proximity of IEEE 802.11 wireless LANSs. Bluetoottagvdesigned to hop at a ratel6éD0times
per second across the enxdGHzband, potentially causing significant interferemdgth IEEE
802.11 wireless networks. Newer versions (v1.20¥EDR and v2.1+EDR) of Bluetooth use
Adaptive Frequency Hopping (AFH) and thus are ldssly to interfere with IEEE 802.11
wireless networks, even though they still operatthe2.4GHzband. Devices that use adaptive
frequency hopping will try to avoid using the sarnequencies, decreasing the chance of
interference. Since these devices operate in srolage-range, peer-to-peer networks [38].
Several researchers addressed radio interferemeet @i the context of short-range wireless
networks. Crossbow Technology Inc, [48] and Steilvansfer Center [49] independently
conducted experiments to measure the effect ofference on IEEE 802.15.4, the technical
documents [48] from Crossbow Technology Inc. déssrimeasurement results showing that the
packet delivery rate in a MicaZ Mote sensor netwsrropped significantly by the interference
with 802.11b WLAN when they use closely locatedwoazhannels. The Steibeis-Transfer Center
[49] also conducted a measurement study using coanmthélevices. According to the study, the
radio interference effect of IEEE 802.11b can caugeificant performance degradation to IEEE
802.15.4. Howit [50] analyzed the radio interfereé IEEE 802.15.4 on IEEE 802.1Howit
used both analysis and measurement to prove tedEBE 802.15.4 has little or no effect on
IEEE 802.11b performance and thus the coexistehited= 802.15.4 and IEEE 802.11 needs to
be approached to protect IEEE 802.15.4. Howit [8tlidied the effect of interference using
experiments and analytical models. The experimaténded to evaluate the impact of the

interference between Bluetooth and IEEE 802.11hwiHalso built analytical models for the

13



interference caused by IEEE 802.11b on Bluetoothfanthe interference caused by Bluetooth
on IEEE 802.11b. Goldmie [52] proposed a dynamigedaling algorithm for Bluetooth to
relieve the radio interference effect between Rla#t and WLAN. The dynamic scheduling
algorithm extends the Bluetooth channel hoppinghaeism in a dynamic way such that devices

in the network maximize their throughput and getfidirness of access.

2.4 Radio Propagation Modeling

Radio propagation model is an empirical mathemiafmanulation for the characterization of
radio wave propagation as a function of frequengstance, and other dynamic factors. A single
model is usually developed to predict the behavupropagation for all similar links under
similar constraints. Propagation models are dewslopith the goal of formalizing the way radio
waves propagate from one place to another, suclelsidgpically predict the path loss along a
link or the effective coverage area of the transmitAccording to Rappaport and Sandhu [38]
propagation models are not only needed for indtailaguidelines, but they are a key part of any
analysis or design that strives to mitigate interiee. Hence, propagation models can be

categorized into three types, empirical modelssmeiistic models and theoretical models.

2.4.1 Empirical Model

Empirical models use experimental data and obsensalone to predict l10483]. Empirical
models can be split into two subcategories, tingpelisive and non-time dispersive [54]. The
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time dispersive model provides us with informatadyout time dispersive characteristics of the
channel like delay spread of the channel durindgipath. The Stanford University Interim (SUI)
model [54] is the perfect example of this type. GOZ1 Hata model, Hata and ITU-R [54]

model are example of non-time dispersive empirmcadiel.

2.4.2 Deterministic or Physical Models

Deterministic models make use of the laws govereiegtromagnetic wave propagation in order
to determine the received signal power in a pdericlocation [55]. These models rely on basic
principle of physics rather than statistical outesnfrom the experiments. Deterministic models
are also known as physical channel models; theyeiner site specific or not site specific. A
physical not specific model uses physical prinGpté electromagnetic waves propagation to
predict signal levels in a generic environmentrideo to develop a simple relationship between
the characteristics of that environment and propagaAn example is the model developed by
W. Ikegami and H. L. Bertoni for radio systems rban areas [56]. In other hand, a physical and
site specific model uses the physical law of etgntagnetic wave propagation and a systematic
techniqgue for mapping the real propagation enviremminto the model propagation
environment. Epstein-Peterson method, Deygout ndethongley Rice model and Anderson
two dimensional (2D) model which only predict sipattenuation over terrain, and ray tracing
model which provides time dispersion informatiom amgle of arrival information are examples

of physical and site specific channel model [57].
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2.4.3 Theoretical models

Theoretical models are based on theoretical assomspabout the propagation environments.
The channel parameters based on these model assusplo not defined any particular

environment or model any specific channel cond#iofhe theoretical models can not be used
for planning and developing any communication systeas they do not reflect the exact
propagation medium the signal will be experiencifige Geometrically Based Single Bounce
Macrocell (GBSBM) channel model by Petrus et al][&8Bd Quasai-Wide- Sense Stationary
Uncorrelated Scattering (Quasai-WSSUS) channel mbgeBello [59] are examples of

theoretical models.

2.4.3.1 Free Space Propagation Model

Free space propagation model is used to predidiginal strength at a distance from the receiver
when there is no obstruction between the transmatid the receiver. It is the foundation for all

other models. It is derived from Friis’s free spaegquation given inEquation 2.4.

A
Pro PGeGr () ° (2.4)

The equation of path loss for Friis space modedrigen as

4nd

(—) (2.5)

P - —
FSL= Pr ~ Geg,

For A = wavelength = , ¢ = speed of light (3 * fon/s)

<l

Equation 2.5can be simplified int&Equation 2.6
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Ppg; (dB) = 32.45 —10logGt — 10logGr + 20logf + 20logd (2.6

where

P, = received power

P;= transmitted power

f = carrier frequency in MHz

Gt = gain of the transmitter

G = gain of the receiver

d = antenna separation distance in kilometers

Pes = free space path loss

Equations 2.5 and 2.6 indicate that free space path loss is frequengyemigence and is
increasing against distance. The free space atienuacreases bgdB whenever the length of
the path or the frequency is doubled [60].

This shows the classic square-law loss of signetggnas it propagates. It has been shown to be
a good approximation of distance dependant loss wireless system [60]. To simplify this
equation, we will reduce the distance and frequemiys by a factor ofl0®> so the equation
becomes:

Prg, (dB) = 32.45 + 20log,od + 20log,of (2.7)

For 2.4GHzWLAN systems, thd&equation 2.7 for free space loss using the distance in meters

can be simplified to become [48]:
PFSL(dB) = 40 + 20l0g10d (2.8)

The frequency dependant portion of the equationbeaexplained since the path loss increase as

a square of the frequency. The effective aperttiee’e wavelength isotropic antenna commonly
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used in WLAN systems varies inversely to frequefityerefore, if we double the frequency, the

linear size of the antenna decreases by one-halfrencapture area by a factor one-quarter [60].

2.4.3.2 Hata Model

The Hata model is used to predict the path loscétiular application in urban environments
where diffraction and multipath fading are comntégquation 2.9 shows the standard equation
for the average path loss in an urban environmehgre fc is given inMHz Transmitter-
receiver separation d and transmitter height htbaté given in metersy(hr) is the correction

factor for receiver antenna height and is show&goation 2.10

PL(urban) = 69.55 + 26.16log(fc) — 13.82log(ht) — a(hr) + (44.655 log(ht))log(d)
(2.9)

a(hr) = 3.2(log(11.75hr))? — 4.97 (2.10)

The Hata model also provides modificationsEiguation 2.9 in order to include suburban and

rural areas, shown fBquation 2.11andEquation 2.12
PL(suburban = PL(urban) — 2 [log (’;—;)]2—5.4 (2.11)
PL(rural) = PL(urban) — 4.78(log(fc))? + 18.33 log(fc) — 40.96 (2.12)
For these models, the antenna height correctidorfa¢hr) is also modified ifEquation 2.13
a(hr) = (1.1logfc — 0.7)hr — (1.5logfc — 0.8) (2.13)

This model is valid for the following constraints:
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fc: 150 MHz — 1500 MHz

hr: 1m —10m
ht: 30m — 200m
d: 1Km — 20Km

However, these constraints are not met by IEEE 180®/g network since they operates at
2.4GHz which exceeds th£500MHzlimit of the Hata model and the receiver anteneglt is
below the 30m minimum height of the Hata model |[A]3 These constraints make this model

not appropriate for this study.

2.4.3.3 Cooperate In Science and Technology (CO33) MODEL

The COST 231 model was developed as an extensitiretblata model in order to extend its
frequency range ta500MHzto 2000MHz which is used in personal communication systems
(PCS). The formula for this model is Eguation 2.14 where the equation for receiver antenna
height correctiorn(hr) from the Hata model is used. The environmemntection factorCy, is
0dB for suburban and rural areas and 3dB for udiaas. The same constraints apply to this

model as the Hata model, except for the changeequéncy [16].

PL = 46.3 + 33.91log(fc) — 13.821log(ht) — a(hr) + (44.9 — 6.55log(ht)) log(d) + Cy

(2.14)
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Although the frequency constraint for COST 231 afatively close to what is used by IEEE
802.11 b/g networks, a large difference still remdbetween the recommended antenna height

and the antenna heights used in this study [14][9].

2.4.3.4 Stanford University Interim (SUI) Model

The proposed standards for the frequency bandswbgldGHz contain the channel models
developed by Stanford University, namely the SUldels. Note that these models are defined
for the Multipoint Microwave Distribution System (NDS) frequency band which is fro@5
GHzto 2.7GHz.This makes SUI a good candidate for use with IBBE.11b/g networks, their
applicability to the3.5GHzfrequency band that is in use in the United KingdtiK) has so far
not been clearly established [54]. The SUI modedsdavided into three types of terrains, namely
Type A, Type B and Type C. Type A is associatechwminimum path loss and applies to flat
terrain with light tree densities. Type B is chaeazed with either mostly flat terrain with
moderate to heavy tree densities or hilly with figlee densities. The basic path loss equation

with correction factors is presented in [61] [62].
PL=A+10ylog(<)+X; + Xy, +S, ford>dy (2.15)

Where, d is the distance between the Access P@Rtsand the Customer Premises Equipment
(CPE) antennas in metexd) = 100 m andS is a log normally distributed factor that is uged
account for the shadow fading owing to trees amrotluster and has a value between 8.2dB

and 10.6dB [61]. The other parameters are defised a

4mdo

A e 2010910 1 ) (216)
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c
y=a—bhb+h—b

(2.17)

Where, the parametels, is the base station height above ground in metacs should be

betweenlOmand80m The constants used for a, b and c is givehable 2-1 The parametey

in Equation 2.17 is equal to the path loss exponent. For a giveraite type the path loss

exponent is determined Iby.

Table 2-I The Parameters of SUI Model in different typewo¥ironments

Model Parameters

Terrain Type A

Terrain Type B

Terrain Type C

a 4.6 4 3.6
b(m? 0.0075 0.0065 0.005
c(m) 12.6 17.1 20

The correction factors for the operating frequeany for the CPE antenna height for the model

are [61] [54].
— f
Xf —_ 6.0l0g10(m)

and

Xh=

hy
—~20.0l0g10 (5=

—10.8log,o (ZZﬁ) ,for Terrain types A and B

) ,for Terrain type C

(2.18)

(2.19)

(2.20)
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Wheref is the frequency iMHz andhr is the CPE antenna height above ground in melées.
SUI model is used to predict the path loss intakké environments, namely rural, suburban and
urban. Although the frequency range for the SUI etasla close match for IEEE 802.11b/g, the
model exhibits unexpected behavior when the trananténna height is below the recommended

value [9], and therefore makes this model not bietéor this study.

2.4.3.5 George Mason University (GMU) Indoor-Outdadode

I
The GMU model [18] was created on campus at Geblgson University during fall of 2007. It

was produced in order to describe 802.11 b/g petbels between an outdoor receiver and indoor
transmitter, which each located at roughly grouedel. The collection site consisted of a
mixture of parking lots, multi-story brick buildingnd lawn areas with light foliage. Suburban
would be the best environment classification fo tollection site. An AP was placed in an
office with three or more cinder block walls sepia@ it from the outdoors. The result was a
modification to the COST 231 modetuation 2.21[14], with the adjusted values highlighted in

Equation 2.22.The GMU model was created usimg= 1.7mandht = 0.7m[9].

PL(COST231) = 463 + 33.9log(fc) — 13.821log(ht) — a(hr)

+(44.9 — 6.55log(ht)) log(d) + Cy (2.21)

PL(GMU) = 23 + 33.9log(fc) — 13.821log(ht) — a(hr)

+(22.655 log(ht))log(d) (2.22)
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In this study, the transmitting antennas were letatutdoor making this model not suitable for

this study. The indoor location of the transmifterthis model is a constraint to the study.

2.4.3.6 Log-distance Path Loss Propagation Model

In both indoor and outdoor environments, the awerpgth loss for an arbitrary Transmitter-
Receiver (T-R) separation is expressed as a funclistance by using a path loss exponant,

[63,64,65]. The average path Id3is(d) for a transmitter and a receiver d is
PL(d) x (di)n (2.23)

Where d is the distance between transmitter aneivexc do is a reference distance (typically
assumed to be 1m) amdis the attenuation factor. From this relationsthie path loss function,

in dB is defined by:

PL(d)[dB] = PL(d,)[dB] + 10nlog (<) (2.24)

Equation 2.25indicates that the path loss at a given distance fthe sum of the path loss

observed at a reference distarteand the additional loss imposed Bguation 2.24. The

attenuation facton is found experimentally.

Log-distance path loss propagation model with shaf@aling is given by
PL(d)[dB] = PL(d,)[dB] + 10nlog (di) +S (2.25)

where:
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nis path loss exponent with values betw@da 4, d is the distance between the mobile node and
WLAN access point (AP) and S represents shadomdgetiodeled as Gaussian with mean pu =0
and standard deviation with values betwee6 and12dBdepending on the environment [51].

This model was used in this study.

The majority of RSSI localization algorithms thad dot use full location profiling of the
deployment environment make use of a signal prdpaganodel that maps RSSI values to a

distance estimate [66].
RSSI (d) = Py — P,(d)[dB] (2.26)

where

RSSI are the measured data against distance @atioes locations.
P. (d) [dB] is the Log-distance propagation path loss, and

Py =10 * Log(P.(W,,)) With P, as the transmitted power of 1W

Pt is the transmitter power in milliwatts.
P. (d) [dB] is Log-distance path loss model with shadow fading

Figure 2-5 illustrates the ratio of the received-to-transpuiwer in decibel{dB) versus log

distance for the combined effects of path lossgetvng, and multipath [26].
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Figure 2-2: Path loss, shadowing, and multipath versus distanc

2.5 Path Loss Exponents

Path loss exponents vary widely across propagaimironments [67]. Therefore the bound on
the hop distance and number is different for déifertypes of propagation domains. For log-
distance coverage the exponents for outdoor ermienits is around 4 except in hon-line-of-sight
situations when it could be bigger th&nTable 2-2 provides typical values af under different
environments. The value of the path loss exporerani indicator of how fast energy is lost
between transmitter and receivar< 2 is a measure of the guiding effect of the charamel

whenn > 2 the channel is considered to be scattering erffég]y
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Table 2-2: Path loss exponents’ n for Different Environmd6&]

Environment Path loss exponent (n)
Free Space 2

Urban 4.2

Log-normally shadowing area 2t04

Shadowed Urban 3-5

In building LOS 16-18
Obstructed in building 4-6
Obstructed factory 2-3

2.6 Conclusion

In this chapter, a comprehensive and unbiasedwewre literature in the areas of radio wave
propagation modeling and radio wave propagationewprovided, where theoretical and
methodological contributions of other researchershie areas of radio wave propagation and

propagation modeling discussed critically.
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CHAPTER THREE

MATRIALS AND METHODS

3.0 Introduction

Several methods and materials are employed in dafata from an access point or a base
station, such methods includes drive test, RF suet@ The method used depends greatly on the
network coverage size and the size of the studg. &er this study, the method of RF survey

was employed and this chapter basically statemtterials and methods used to accomplish this

study.

3.1 Description of the study area

The scope of this study is limited to the campu&wime Nkrumah University of Science and
Technology (KNUST), the university covers an arppraximately sixteen square-kilometer of
undulating land, about seven kilometers away froendity of Kumasi in the Ashanti region of
Ghana. The majority of its area has a significargeg-space with a lot of trees and other
vegetation more than what is suppose to be in\tkeage urban area. The access points (APS)
used in this study are herein referenced with @spe which campus building they were
mounted on, namely Africa Hall's Wi-Fi, Republic W& Wi-Fi, Independence Hall's Wi-Fi,
Queens Hall's Wi-Fi, Royal Parade Ground’'s (RPG)-RViUniversity Hall’'s Wi-Fi, Unity
Hall’'s Wi-Fi, Student Representative Council (SR)stel’'s Wi-Fi, Postgraduates Hostel's Wi-
Fi and Ghana Universities Staff Superannuation @eh@GUSSS1) Hostel's Wi-Fi. These APs

were chosen because of availability of their hardvepecifications and configuration.
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3.2 Radio Frequency Site Survey

A radio frequency (RF) site survey is the firstpsie the deployment of a Wireless network and
the most important step to ensure desired operafigsite survey is a task-by-task process by
which the surveyor studies the facility to undangtahe RF behavior, discovers RF coverage
areas, checks for RF interference and determireegppropriate placement of Wireless devices.
There is no substitute for measuring real-worlceriigrence, blockage and Received Signal
Strength Indicator (RSSI) at a site, only on-siasurements and surveys can give the complete
picture. RF site survey is conducted using sungyools that enable data to be collected from a

base station or an access point, example of suehgithe received signal strength indicator.

3.2.1 Surveying Tools

In surveying, generally wireless sniffing tools aiseed to sniff wireless packets from an ad-hoc
or infrastructure network setup using an accesatpdihe software and hardware equipments
used in this study are presented with their speatifon.
Software:

+ Network stumbler version 0.4.0
+ Matlab version 7 (R14)

/7

+ Microsoft windows xp professional
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Hardware Equipments and Specifications

« Laptop

Vendor: Acer

Model: TravelMate 2420
CPU: 1.5GHz

Memory: 512MB

Wireless Card: Intel PRO/wireless 2200BG

« |EEE 802.11b/g Access Point

/7

Vendor: Mikrotik
Model:133C
Transmitter Power 1W

Frequency Range: 2.4GHz to 2.4835GHz

s External Antenna:

Vendor: HyperGain

Model: HG2412U

Type: Omnidirectional

Gain: 12dBi

Operating Frequency: 2.4GHz to 2.5GHz.

Polarization: Vertical.

¢ Global Positioning Satellite (GPS)

Vendor: Magellan

Model: eXplorist 500

« 25-foot measuring tape.
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3.3 Data Collection Methods

An Acer laptop equipped with a wireless card, ragmon Microsoft windows XP platform with
netstumbler software installed was used to colReteived Signal Strength Indicator (RSSI)
data from the selected APs at different locationstloe campus of KNUST. The software
observed the following privacy guide lines duriragalcollection:
+ No attempt is made by netstumbler software to gagess to the network.
+ Access Points are detected only if they are puybllmloadcasting their service set
identifier (SSID), or the client card is configuremdlook for that specific SSID.
¢ Other traffic on the network is not interceptedchorlyzed in any way.
Ten (10) APs were selected on Kwame Nkrumah Usityeof Science (KNUST) Campus at
different locations (Appendix A gives the infornti about the locations); the selected APs
were from the same vendor and had the same tethspeaifications and operate using IEEE
802.11 b/g standard. At each AP, a straight pathmark-out at different directions from the AP
to the mobile receiver (laptop) to cover for botaimand side loops of the radiating antenna. On
each of these paths, test points were manuallyumedsit a 10m interval using a measuring tape
measuring to a 100m mark from the A0 samples of measured data of RSSI were taken

randomly in 120 seconds at each 10m mark. Figuresi3ows a snap shot of network stumbler

taken during data collection at independence hgll A
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i Network Stumbler - [INDECE]

@ Fle Edt View Device Window Help

DEl PyE W EL D 9

B Chanre] MAC [ 551D [Name | Chen | Speed | Vendor | Type | Enc..| SNR | Signals

# & 550Ds O 000C4226025,  RoyaParade. i 10 5Mops 4P 8

# 7 Fles O 0O0COCATBEDT!  Cloud@Knust 0244601933 7 55Mbps i R
) 001560654011 fintemet 10 11Mbps  (Fake] AP 4
() 001560638581 Net Near U FNF 1 1IMbps  [Fake] AP 40
O 0212F0000897  Free Publc Wi 1 SiMbps  (Userd. Pesr b
O 00156063100 eCampus_Repu 4 1Mbps  (Fake) AP 8
O 001560634597 shenet wif 5 SiMbps  (Foke) AP b
O 00156D6446E  Sbenet Royal Wi 5 GiMbps  (Fke) AP 7
O 00014095229 STABLE 2 fiMbps  Smatbi. AP 8
() 000C4208D240  Indece_ Wi 11 54Mbps AP 44
O 00026F%EB  Cloud@Campus 0264601933 g SMbps  Senaolnd AP £
O 00156D6322F3  eCampus_Indece 3 1Mbps  (Fake) AP 28

Figure 3-1: A snap shot of netstumbler software taken durisig d¢ollection

3.3.1 Data Collection Procedure for a Line Of Sigh(LOS) Environment Scenario

In a LOS environment scenario, the receiving ardewas visible to the transmitting antenna
without or with very minimal obstruction. The soescof attenuations were basically from the
movement of people and vehicles across the trassmispath and attenuation due to the
author’s body. Since the human body is made of aB0% water, it absorbs some amount of

signal thereby causing attenuation. Signal dath watresponding distances from the APs were
measured, and at each measured distance, sevéuaek @ RSSI were collected. The APs

considered to be in a LOS environment scenarioAfreca Hall's Wi-Fi, Republic Hall's Wi-Fi,

Independence Hall's Wi-Fi, Queens Hall's Wi-Fi édyal Parade Ground’s Wi-Fi.
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3.3.2Data Collection Procedure for a Non-Line of Sight ILOS) Environment Scenario

For NLOS environment scenario, there was no vibnalof sight between the receiving and the
transmitting antennas, the radio transmission pedls partially or fully obstructed by the
presence of physical objects such as buildinggstrhills, human beings, vehicles etc., these
objects causes signal attenuation by way of alisorpreflection, scattering, diffraction etc.
RSSI values were collected from five selected ARKBIUST campus at measured distances
from the APs in a NLOS environment scenario.

The APs are that were considered to be in a NLU@Q&@ ment scenario are: University Hall's
Wi-Fi, Unity Hall's Wi-Fi, GUSSS1 Hostel's Wi-Fi, BC Hostel's Wi-Fi and Postgraduate

Hostel's Wi-Fi.

3.4 Precautions Taken During Data Collection

The following precautions were taken to minimizeoes during the data collection
+ Data was collected during lecture hours (betweerarhOto 12 pm and 2 pm to 4 pm)
from Monday to Friday, were most students were igectures; this is to minimize
attenuation due to movement of people and vehicles.
+« The laptop has an internal antenna located behiaddreen, so the screen of the laptop
was oriented toward the zenith sky in order toease the likelihood that the direct-rays

signal path falls within the half-power beamwidfitlte antenna.
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3.5 Conclusion

This chapter stated the methods and tools usecctmalish this study with detailed equipment
specifications given; it also underlined the asstiomg and precautions taken during the study.
The method of RF survey which was employed in tbkection of received signal strength

indicator data from the selected access points emdronment characteristics were also

explained.
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CHAPTER FOUR
RESULTS, DISCUSSION AND ANALYSIS

4.0 Introduction

In the study of data wireless communication netwprthe path loss exponent is the main
parameter of interest in path loss empirical modetsch depends on the environment. The
higher the path loss exponent, the faster the kiginangth drops with respect to distance,
therefore in modeling the propagation of signaldgrarticular environment, there is the need to
determine the path loss exponents for that enviesnirithis chapter present results, discussion
and analysis of data collected on received sigmahgth indicator from the study area. It also
illustrates howthe least-square regression analysis can be asitdérmine the propagation path

loss exponents and also the mean path loss models.

4.1 PRESENTATION OF RESULTS

Table 4-1 presents the results of measuremengoakstrength ranges and their corresponding

signal quality from Netstumbler software.

Table 4-1: RSSI Measurement Survey

Signal Strength Range (dBm) Signal Quality
-60 < RSSI £-20 Excellent Signal
-75 < RSSI £-60 Good Signal
-85 < RSSI<-75 Low Signal

-90 < RSSI £ -85 Very Low Signal
-90 < RSSI £-108 No Signal
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A mobile user with signal strength within the rasgd -60dBmto -20dBmwill experience an
excellent signal quality, thus the mobile user wiperience optimum radio transmission and
signal reception which will support very high dagtes with very low error rates and packets
retransmission. For mobile users with signal stiiengetween 7#5dBm to -60dBm will
experience good signal quality indicating that tmebile user’'s current location provides
adequate radio transmission and reception to stygin data rates communications with low
rate of errors and packets retransmission. A realsker with signal strength between the ranges
of -85dBmto -75dBmwill experience low signal strength indicating theill experience high
errors rates and packet retransmissions with loa dte. Signal strength within the ranges of -
90dBmto -80dBmindicates very low signal quality; a mobile usetl wxperience very high
error rates and high packet retransmission witly i@ data rate. A user with these ranges must
change location or may experience on and off caiorex Finally a mobile user with signal
strength betweer90dBmto -108dBm may not experience ampnnection to the network

[72].The signal strength obtained during the mesment survey for various access points

(APs) are presented irables 4-2to 4-5.
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Table 4-2: Mean RSSI and Standard Deviation (SD) for LOS remvnent scenario

d(m) | Mean SD(dBm) | Mean SD(dBm) | Mean SD(dBm)
RSSI(dBm) | Africa RSSI(dBm) | Republic | RSSI(dBm) | Indece
Africa Repblic Indece
10 -52.58 1.24 -54.25 1.76 -50.50 3.55
20 -53.64 1.12 -57.75 1.36 -51.75 1.22
30 -54.25 1.82 -58.58 1.78 -53.33 4.48
40 -56.67 1.50 -55.75 6.72 -52.92 2.50
50 -54.28 2.61 -62.58 1.71 -56.50 2.24
60 -58.58 0.62 -67.58 0.67 -57.67 5.16
70 -62.92 2.15 -66.67 2.10 -62.50 2.02
80 -68.17 0.72 -69.83 1.27 -66.75 4.09
90 -72.92 0.79 -74.75 1.60 -70.81 3.20
100 -71.95 1.14 -76.75 2.67 -75.21 1.50
Table 4-3 Mean RSSI and SD for LOS environment scenario
d(m) Mean SD(dBm) Mean SD(dBm)
RSSI(dBm) Queens RSSI(dBm) RPG
Queens RPG

10 -51.80 5.53 -50.08 2.19

20 -54.60 5.14 -57.42 2.54

30 -54.20 4.75 -58.33 1.92

40 -59.40 6.10 -64.92 7.50

50 -56.27 8.15 -65.33 7.24

60 -65.40 6.09 -68.50 3.63

70 -68.33 2.89 -72.50 6.91

80 -70.40 9.72 -76.00 3.69

0 -69.00 6.64 -71.92 1.83

100 -72.00 6.85 -78.42 3.20
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Table 4-4: Mean RSSI and SD for NLOS environment scenario

d(m) | Mean SD(dBm) Mean SD(dBm) Mean SD(dBm)

RSSI(dBm) SRC RSSI(dBm) Unity RSSI(dBm) Postgrad

SRC Unity Postgrad
10 -63.33 6.92 -53.25 3.05 -61.33 3.09
20 -61.83 5.44 -57.00 2.04 -57.83 1.68
30 -60.83 2.12 -59.42 2.89 -65.83 8.85
40 -73.67 2.67 -61.00 2.19 -73.67 3.07
50 -72.33 2.15 -75.83 1.75 -72.33 3.86
60 -79.58 1.93 -76.00 1.86 -74.58 2.71
70 -78.08 4.06 -74.83 2.12 -78.08 1.51
80 -84.17 1.03 -72.63 2.86 -80.17 1.68
90 -82.00 2.73 -76.58 3.20 -88.00 2.09
100 -85.25 1.54 -77.50 2.54 -83.25 1.21

Table 4-5:Mean RSSI and SD for NLOS environment scenario
d(m) Mean SD(dBm) Mean SD(dBm)
RSSI(dBm) University RSSI(dBm) GUSS1
University GUSS1

10 -52.58 3.45 -53.25 1.66

20 -54.75 1.06 -56.50 1.68

30 -58.92 dw51 -66.25 2.14

40 -66.00 3.54 -68.62 1.45

50 -69.25 3.52 -65.85 0.80

60 -63.75 1.29 -73.75 1.60

70 -76.00 2.86 -73.50 1.17

80 -78.75 2.96 -79.50 1.17

0 -75.58 2.87 -82.60 1.91

100 -78.42 5.57 -80.67 0.98
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4.2 COMPUTATION OF PATH LOSS EXPONENTS AND STANDARD DEVIATIONS

Recalling the RSSI expressionBduation 2.26as given irEquation 4.1
By usingEquation 4.1, Tables 4-6and4-7 were computed.

Table 4-6: Path loss (PL) for LOS environment

Measured | P, (dB) [ P, (dB) | P_(dB) for P.(dB) for | P,(dB)
Distance | for Africa | for Independence | Queens | for
(m) Hall Republic | Hall Hall RPG
Hall
10 82.58 84.25 80.50 81.80 80.08
20 83.64 87.75 81.75 84.60 87.42
30 84.25 88.58 83.33 84.20 88.33
40 86.67 85.75 82.92 89.40 94.92
50 84.28 92.58 86.50 86.27 95.33
60 88.58 97.58 87.67 95.40 98.50
70 92.92 96.67 92.50 98.33 102.50
80 98.17 99.83 96.75 100.40 106.00
90 102.92 104.75 100.81 99.00 101.92
100 101.95 106.75 105.21 102.00 108.42
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Table 4-7:Path loss (PL) NLOS environment

Measured | P, (dB) P. (dB) | P, (dB) for P, (dB) for | P,(dB)
Distance | for SRC | for Postgraduate | University | for
(m) Hostel | Unity Hostel Hall GUSS1
Hall Hostel
10 93.33 83.25 91.33 82.58 85.25
20 91.83 87.00 87.83 84.75 86.50
30 90.83 89.42 95.83 88.92 96.25
40 103.67 |91.00 103.67 96.00 98.62
50 102.33 | 105.83 |102.33 99.25 95.85
60 109.58 | 106.00 | 104.58 93.75 103.75
70 108.08 | 104.83 | 108.08 106.00 103.50
80 114.17 | 102.63 |110.17 108.75 109.50
90 112.00 | 106.58 | 118.00 105.58 112.60
100 115.25 | TOSEALNTSES 108.42 110.67

4.2.1 THE STATISTICAL BEHAVIOR

The statistical behavior of the measured data wasyzed with several distribution functions,
Rayleigh, Rician, Log-normal and Weibull for LOSdamNLOS environments. Very good
fittings, in general were obtained except for Regfedistribution function. Among them, the
Log-normal offered the best fit in majority of thases, Weibull and Rician functions being only

marginally worst in many cases for LOS. 87dB in Figure 4-1 Weibull, Rician and Log-
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normal distribution functions were almost indistinghable whiles Rayleigh was observed to
have the worst fit. In the case of NLOS environm#&ueibull was observed to offer the best fit,
followed by Rician and Log-normal functions alsarigemarginally worst in many cases and at
108dB in Figure 4-2, Rician, Weibull and Log-normal were indistinguadlte. Rayleigh was

observed to have the worst fit among the four ihistion functions used.

Fading Distribution for LOS

V y_Africa data
——— Rayleigh
—— Rician
— Weibull
+
&

0.995 H+—- -
0.99 f-----
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y_Queens data
y_RPG data
y_Republic data
075 f-----""—="F

09 F----+

Probability

o
o

0.25

0.1

0.05

Figure 4-1: A comparison of fits to Log-normal, Rician, Weibahd Rayleigh Probability in
LOS environment
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Fading Distribution for NLOS
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Figure 4-2: A comparison of fits to Log-normal, Rician, Weibalhd Rayleigh Probability in
NLOS environment

4.2.2 CURVE FITTING METHOD

Curve fitting method was used to evaluate the p@gh exponenh, in Log-distance path loss
model. The best-fitting curve can be obtained leyrtfethod of least squares.

The least-square uses a straight line equatiomeoform Equation 4.2

f(x) = Bix + (4.2)

where
B1 is the slope of the straight line
B> is the intersect of the straight line.

The coefficients can be found from least-squatm@$ as given ifcquations 4.3and4.4
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g, = M3M logdiPLi—(Z, logd) (B, PLy)
| =

MY, (logd;)?—(EL, logdy)? (4.3)
M pL;, -, Y™ .
p2 = Xi=1 PLi —f1 ¥i=,(l0ogdi) s

M

To approximate the given set of datay, (%), (X2, V2)..., (X0, Yn), Where n >=2. The best fitting

curve f(x) has the least errdquation 4.5

M= YLy — fO))? = Zikalyi — (Buxi + B2 17 (4.5)
Figures 4-1to 4-10 shows the linear curve fitting for the data calecfrom the study area in

both LOS and NLOS environments.

Plots For LOS Environments
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Figure 4-3: Line of Best fit for Africa Hall AP
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Path loss s Distance for Republic Hall AP
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Figure 4-5: Line of Best fit plot for Independence Hall AP
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Path loss s Distance for Queens Hall AP
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Figure 4-6. Line of Best fit plot for Queens Hall AP

Path loss vs Distance for RPG
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Plots For Non Line Of Sight (NLOS) Environment
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Path loss vs Distance for GUSS1 AP
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Figure 4-12:Line of Best fit plot for GUSS1 Hostel AP

The plot of distancd versus the path lo$3. on a log-log scale is a straight line with a slope
(10n) by usingEquation 2.24. The slope £,) of Equation 4.3 from the curve fitting were
compared to the slope of Log-distance path losseiadd path loss exponents computed for
both LOS and NLOS environments and presentddalies 4-8and4-9. The standard deviations
(0), coefficient of determinationk? ) and root mean square errgRMSE)were determined by
applyingEquations 4.6to 4.8using MATLAB tool and presented ifables 4-8and4-9.

M i-97)?

o= v (4.6)

RMSE = \/%Z’i‘il(yi — §i)2 4.7)

Where y; denotes the estimate of data, M is the data length ang; is the mean of the

measured data. The statistical mea®fren the other hand is given asdguation 4.8
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R2=1-

Table 4-8: Model parameters obtained from least-square raegreasalysis for LOS

M (yi-pi)?
M i-yi)?

Location Path loss Standard Coefficient of | RMSE
exponent Deviation Determination | (dB)
(n) (o) dB (R%)

Africa Hall 2.02 7.86 0.88 0.07

Republic Hall 2.20 7.91 0.93 0.13

Independence | 2.30 8.63 0.93 0.17

Hall

Queens Hall 2.20 7.68 0:91 0.36

RPG 2.7 8.97 0.93 0.23

Table 4-9: Model parameters obtained from least-square regreasalysis for NLOS

Location Path loss | Standard Coefficient of | RMSE
exponent Deviation Determination | (dB)
(n) (o) dB (R?)

SRC Hostel 2.82 837 0.88 0.18

Unity Hall 2.80 958 0.80 0.14

Postgraduate | 2.80 9.58 0.90 0.17

Hostel

University Hall | 2.90 9.78 0.89 0.16

GUSS1 Hostel | 2.84 9.55 0.92 0.09

(4.8
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4.3 DISCUSSION OF RESULTS

The standard deviations, root mean square erffS@E and coefficient of determination {R

of the derived models from the actual measuremeats parameters used to evaluate the quality
of the models. In this study, the over all meamddéad deviations for LOS environment were
less than 9dB. The coefficient of determinationhvetmagnitude near 1 represents a good fit. As
the fit gets worse, the coefficient of determioatiapproaches zero, the range of values of
coefficient of determination for LOS were 0.88 t®® with a mean value @.92 indicating a
good fit. The RMSE for LOS environment were lesmthdBwhich is a satisfactory result.

The mean standard deviations for NLOS environmereviess thaa0dB.The mean coefficient

of determination wa®.88 indicating a good fit. The RMSE for NLOS environm® were also
less tharldB

The most important model parameter obtained froenatimalysis is the path loss exponent. This
path loss exponent provides significant insighoitfte distance dependent attenuation of the
wireless signal, which is the largest path losstrdoutor in the path loss models being derived.
In the analysis, it was observed that, the valoepéth loss exponent is systemically higher for
NLOS environment than it is for LOS environment.isTmdicates that, as it is expected, the
signal strength decreases faster for NLOS enviroirttean for LOS environment due to the
presence of obstacles such as buildings in theagadmn path. The path loss exponents obtained
were compared with existing results of some publishunder similar environment such as that
of Xia et al [69], where they obtained a path loss exponenteval the range d2.5to 5.0 and
standard deviation @&.0to 9.0dBin their study of the Sun Francisco and OaklarhaBertoni
and Piazzi [70] also determined path loss exponentainges 0f3.9 to 5.9 in their study of

Trenton New Jersey; and Lorne C. Liechty [71] aledi path loss exponents values in the ranges
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of 2.54t0 3.11and standard deviation 6f0to 6.5in his study at the campus of George Institute

of Technology

As shown, path loss exponents obtained in thisystud in the ranges of published results of

most researchers.

Table 4-10: summarizes the path loss exponents and interdeptoth LOS and NLOS

environments, using least-square regression asalysi

Table 4-10:Summary of results from the regression analysis.

Environment

Mean Path loss exponent

(n)

Mean Intercept

LOS

2.3

54.88

NLOS

2.8

54.32

Equations 4.9and4.10are the derived mean path loss models for LOS dr@3Nenvironments

PL(d)[LOS][dB] = 54.88 + 23log(di)

PL(d)[NLOS][dB] = 54.32 + zslog(di)

(4.9)
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4.4 MODEL TESTING

Propagation path loss exponents obtained fromrtigresal measurements were compared with
propagation path loss exponent in free space Ugugtion 2.24(refer Appendix B) and shown

in Figure 4-13 As expected, the path loss exponents from theirexalp measurements as
compared with free space loss are shown to be higinel this was observed to be caused by
additional losses from the environment which atsges the signal rapidly than in free space.

In Figure 4.13 it indicates a difference afdB between the free space loss (FSL) exponents and
the derived path loss exponent for LOS environm@mie may apply the FSL model for future
planning while considering a safe margin2of 7dBon the other hand; E5dB of difference is

observed.

Free Space Loss (FSL) vs Measured Data
90

|
—+— (LOS)n =23
—%— (NLOS)n=2.8
—%— (FSL)n=2.0
=

85

Path loss (dB)

Distance (m)

Figure 4-13: Comparison of path loss exponents from measuredtddree space loss
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4.5 MODEL PERFORMANCE AND EVALUATION

The derived propagation path loss models were cosdpaith COST 231 Hata model, Stanford
University Interim (SUI) model and Free Space Pgapi@n Loss (FSPL) model as shown in
Figure 4-14 The figure shows similarities and differencesnssn models utilizing the same or
nearly the same parameters. SUI model showed ghes$ii path loss prediction at a base station
antenna heighthg) of 10m and a Terrain Type B environment whichsimilar to the
environment of the study area. FSPL showed thée festh loss prediction as expected, since it
does not include any additional losses from tharenment but only its loss depends on only
distance and frequency. The derived models werereed to show good agreement with COST
231 Hata model with a mean deviation $3dB between PL[LOS] and3.6dB between
PL[NLOS]. The figure also showed very little woesireement between the path loss prediction
by derived path models and SUI model, with a meanation of76.6dBbetween PL[LOS] and
SUI model and also a mean deviation68f9dBbetween PL[NLOS] and SUI model. The large
deviation between derived models and SUI modeldcdd explained by the small value of

transmitting antenna hf = 10m) chosen for this comparison.
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Comparison of Derived path loss models with other models
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Figure 4-14: Comparison of Derived Models with Other Existingdi&ls

4.6 Conclusion

Received signal strength indicator data were cdtbéérom different locations at the study area
and was observed to vary significantly at thesatioaos because of presence of obstacles that
caused the RSSI values to attenuate. By using #tkau of least-squares logarithmic regression
analysis, path loss exponents for the various loeatwere determined and propagation models
proposed based on these values. Results indichtadtiie model could potentially be used
successfully in wireless network deployment andnpiag at KNUST without propagation

measurements which are expensive and time consuming
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CHAPTER FIVE
CONCLUSIONS AND RECOMMENDATIONS

5.0 Conclusions:

The main objective of this study was to investigtte impact of the environment on radio
frequency signal quality, it was observed in chapoer that the presence of obstructions in
radio transmission path affects the quality of ne®@ signal. The presence of obstacles
attenuates or weakens the signal power and thisadeg the performance of the wireless
network. RSSI data were collected in a LOS and NL&Sironment scenarios. It is very
important to determine RSSI at different locatiomsvireless networks, different values of RSSI
for every location can show us whether that locatiave received good signal or not. The good
signal strength meaning that the location has a g@twork performance. Propagation path loss
exponents and standard deviations were determaresbime selected locations at the study area
using least-square analysis. The path loss expsramd standard deviations obtained for the
obstructed environment (NLOS) were observed to igben than that of those obtained for
unobstructed (LOS) environment. This observatioowstd that the presence of obstacles really
have impact on radio frequency signal quality sirtbe path loss exponents for NLOS
environment were found to be higher than that oBL&hvironment indicating obstructions and
interferences may cause multipath effect therebgkewring the signal power level in the NLOS
environment. Based on the empirical data collegbedpagation models were derived for both
NLOS and LOS environments scenario. The resultsindd from the study were then compared
with some existing works of other researchers &wedvalues showed some level of agreement.
Empirical models were derived and compared witheotkxiting models such as COST 231

Hata, Stanford University Interim model and Freea@p Loss model. The results from the
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comparison were satisfactory, indicating the defimeodels can effectively be used to deploy

APs at KNUST to achieve a maximum coverage andrapti performance.

5.1 Recommendations

Co-Channel and Adjacent Channel Interference

The study area (KNUST campus) have other private tiat are either operating in the same
channel or very close channel as that of the studies, further studies can be conducted to
investigate the impact that co-channel and adjackahnel interference have on radio signal

quality.

Duration for taking Measurement
Increase the duration for the measurements by a@indumore measurements and covering
more data points on the study area. Additional gatats could help increase the accuracy of the

derived propagation models.

Improving the Accuracy of the Path Loss Model

To improve the accuracy of the path loss modekresive measurements are to be performed

with more accurate equipments required, to esti@at®re accurate path loss exponent.
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Using More Accurate Measuring Equipments
Using more accurate measuring equipments 2idGHz frequency, we can make our
measurements and model more accurate, such asfragi@ncy analyzer which can find both

signal strength and signal impulse response usprethict frame error rate (FER).

Studying the Impact of Weather on RF Signal Quality
The accuracy of this thesis can also be furtherawgd by studying the impact that weather

such as wind, drizzle and rain has on RF signditgua
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APPENDIX- A: INFORMATION ON THE SELECTED APs

Network Operation Center

Latitude 060 40.434N

Longitude 0010 34.016W

Elevation 261m

Accuracy 52myaas

Tracking 8 satellites 3D

NAME : ( old Brunei)

SSID: Bruneiold - wifi

IP add: Motorola Canopy: 192.168.1.142
Mikrotik Radio  : 192.168.1.143
Frequency (MHz) 2447

Wireless Interface: 192.168.103

NAME : POSTGRAD HOSTEL ( Grasaq)

SSID : Postgrad - wifi
IP add: Motorola Canopy: 192.168.1.150

Mikrotik Radio  : 192.168.1.151
Frequency (MHz) : 2412

Wireless Interface: 192.168.102

Latitude 8@0.227N
Longitude 0034.395W
Elevation 265m
Accuracy 265aas

Tracking 14 satellites 3D

Latitude @0.243N
Longitude 00"134.498W
Elevation 262m
Accyr&6m Waas

Tracking 5 satellites 2D



NAME : SRC HOSTEL ( SRC)

SSID : SRC - wifi

IP add: Motorola Canopy: 192.168.1.148

Mikrotik Radio 1 192.168.1.149

Frequency (MHz : 2442

Wireless Interface: 192.168.101

NAME : UNITY HALL ( Conti)

SSID : Conti — wifi

IP add: Motorola Canopy: 192.168.1.130

Mikrotik Radio  : 192.168.1.132
Frequency (MHz) : 2452

Wireless Interface: 192.168.108

NAME : AFRICA HALL

SSID : Africa - wifi

IP add: Motorola Canopy: 192.168.1.132

Mikrotik Radio  : 192.168.1.133
Frequency (MHz) : 2442

Wireless Interface: 192.168.111

NAME : UNIVERSITY HALL (Kat)

SSID : Kat - wifi

Latitude 0610.871N
Longitude 00%:34.290N
Elevation 263m
Accuracy Siaas

Tracking 9 satellite 3D

Latitude @0.778N
Longitude 00%134.331W

Elevation 407m

Accura®yrByaas

Knag 6 satellites 3D

Latitude 0%40.836N
Longitude 00%34.509W

Elevation 288m
Accura€yraas

Knag 6 satellites 3D

Latitude ©@0.360N



IP add: Motorola Canopy: 192.168.1.134 onditude 001 34.356W

Mikrotik Radio : 192.168.1.135 Elevation 269m

Frequency (MHz): 2457 Accuracy gms

Wireless Interface: 192.168.107 Tracking 11 satellites 3D

NAME : REPUBLIC HALL (Repu)

SSID: Repu - wifi Latitude 8610.703W

IP add: Motorola Canopy: 192.168.1.136 Longitu6ig’@4.423W

Mikrotik Radio 0 192.168.1.137 Elevation 273m

Frequency (MHz) : 2447 Accuracy Baas

Wireless Interface: 192.168.104 Knag 11 satellites 3D

NAME : QUEENS HALL (Qnx)

SSID: Qnx - wifi Latitude 0540.610W

IP add: Motorola Canopy: 192.168.1.138 Longitude 00"134.456W

Mikrotik Radio 1 192.168.1.139 Elevation 272m

Frequency (MHz): 2440 Accuracy 1@ms

Wireless Interface: 192.168.110 Knag 10 satellites 3D

NAME : INDEPENDENCE HALL (Indece)

SSID: Indece - wifi Latitude 8&0.640N

IP add: Motorola Canopy: 192.168.1.140 Longitu@&’®4.310W

Mikrotik Radio 0 192.168.1.141 Elevation 263m

Frequency (MHz) : 2462 Accuracy 8

Wireless Interface: 192.168.106 Knag 8 satellites 3D



NAME : SRC HOSTEL (nickname SRC)

SSID: SRC - wifi

IP add: Motorola Canopy: 192.168.1.148
Mikrotik Radio  : 192.168.1.149
Frequency (MHz): 2442

Wireless Interface: 192.168.101

Latitude @0.871N
Longitude 00P134.410W

Elevation 274m

Accuracy 4pias



APPENDIX- B PATH LOSS EXPNENTS COMPARISON

By using Equations (2.9)

PL (a) [081= PL (do) (g + 10nlog %) (2.9)
PL o) 81 = 30dB at a reference distance of 1m for 2.4 GHz WLs\stems

PL (d) [@81= PL (do) [ag) + 10nlog (dd—o) therefore will become

PL (@) [¢g) = 30+ 10nlog (d) (4.6)

Using Equation (4.6), Table 4.11 was computed

Table 4.11: Comparison between Free Space Losklaadured Data

Distance [d] (M) | PL(g)os] PL (d) nwos] PL () fFst)
For n=2.3 Forn=2.8 Forn=2.0

10 53.00 58.00 50.00
20 60.00 66.4 56.02
30 64.00 71.36 59.54
40 66.84 75.00 62.04
50 69.1 77.6 63.98
60 71.0 80.00 65.56
70 72.40 81.66 66.9
80 73.8 83.28 68.06
a0 75.00 84.72 69.08
100 76.00 86.00 70.00




