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Abstract

This study investigates the asymptotic performance of Quadratic Discriminant Function

and its robustness when the training samples are correlated normal or skewed. The

scenarios considered were correlated normal, uncorrelated normal and skewed distribu-

tions. Three populations (Πi, i = 1, 2, 3) with increasing group centroid separator function

(δ = 1, 2, 3, 4, 5) were considered. The number of predictor variables were 4, 6, and 8 with

sample size ratios 1:1:1, 1:2:2 and 1:2:3. We simulated N(µi,Σi) of sample size 30, 60, 100,

150, 250, 300, 400, 500, 600, 700 and 2000 with MatLabR2009a for p variables in Π1. The

sizes of Π2 and Π3 are determined by sample ratios at 1:1:1, 1:2:2 and 1:2:3 for n1 : n2 : n3

and these ratios also determine the prior probabilities considered. The population means

were µ1 = (0, 0, 0, . . . , 0), µ2 = (0, 0, 0, . . . , δ) and µ3 = (0, 0, 0, . . . , 2δ) respectively. The

covariance matrix Σi has σkl = 0.7 and σ2
k = i for k 6= l, i = 1, 2, 3. Reduction in error

rates was more pronounced with increase in Mahalanobis distance than asymptotically.

The coefficients of variation for sample size ratio 1:2:3 was more volatile under the three

distributions considered. The optimal sample size ratio for the three distributions is 1:1:1.

The results show the correlated normal distribution exhibits high coefficient of variation

as δ increased. Further results show that the Quadratic Discriminant Function perform

poorly when the training samples were skewed therefore, uncorrelated normal distribution

was preferred
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Chapter 1

Introduction

1.1 Background of The Study

Discriminant analysis (DA) is a method used for finding out how a set of dependent/explanatory

variables (DVs) is related to group membership, and particularly how they may be com-

bined so as to enhance one’s understanding of group differences. In more formal terms,

DA aims at developing a rule for describing and subsequently predicting, if need be, group

membership based on a given set of DVs. Once this rule becomes available, one may use it

to make differential diagnosis, that is, group-membership prediction for particular subjects

(Raykov and Marcoulides,2008).

Discriminant analysis as a topic in Multivariate Statistical Analysis has attracted much

research interest over the years, with the evaluation of Discriminant Functions when the

covariances matrices are unequal and the sample sizes are moderate being well explained

by Wahl and Kronmal (1977). The following sections discuss some of the studies carried

out on Discriminant Functions with unequal covariance matrices (Quadratic Discriminant

Function).
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In Scientific literatures, DA has many synonyms, such as classification, pattern recognition,

character recognition, identification, prediction, and selection, depending on the type of sci-

entific area in which it is used. The origin of DA is fairly old, and its development reflects

the same broad phases as that of general statistical inferences in its applications (Giri,

2004). DA is essentially an adaptation of the regression analysis techniques for situation

where the criterion variable is qualitative rather than quantitative. The assumptions for

the data used in DA are that the data should be a random sample, normally distributed,

homoscedastic, and uncorrelated among DVs. The terminology discrimination was intro-

duced by Fisher (1936). In his early studies, Linear Function that maximizes the ratio of

the between-samples variance to within-sample variances using two species (Iris Versicolor

and Iris Setosa) out of the three species of the Iris data collected by Dr. E. Anderson

was considered. Ever since his pioneering work, DA has been of great interest to statisti-

cians, both theoretically and its application in other fields of study. Among them is Welch

who derived the forms of Bayes rules for discriminating between two known multivariate

populations with the same covariance matrix. (Rao, 1948).

Ideally, DA assumes the underlying populations to multivariate normality. In some classi-

fication problems, if there is evidence that the underlying distributions of the populations

are multivariate normal, then Linear Discriminant Function (LDF) is optimum provided

their covariance matrices are homogeneous. In the case of unequal covariance matrices

of the normal populations, Quadratic Discriminant Function (QDF) is known to be op-

timum. Bahadur and Anderson (1962) considered the problem of discriminating between
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two unknown multivariate normal populations with different covariance matrices by look-

ing at the discriminant rules based on linear classification functions. Departures from the

assumptions of linear discriminant function analysis were explored by Krzanowski (1977),

where the effects of unequal covariances on the linear discriminant method are looked at.

Marks and Dunn (1974) studied the problems in the situation of linear and Quadratic

Discriminant Functions where the covariance matrices differ in an orderly manner while

Lachenbruch (1979) discusses the sensitivity of quadratic discriminant analysis to initial

misclassification of cases. Among the relationships governing the performance of Quadratic

Discriminant Analysis, those that depend on the sample size and the number of variables

used were studied by Wahl and Kronmal (1977). In the study of Adebanji and Nokoe

(2004), they evaluated the quadratic classifier in which they found that cross-validation er-

ror estimation procedure to be more sensitive to increased separation of variance-covariance

structure than resubstitution method. The assumption of the populations being normal is

met in some of the fields of application of discriminant analysis. However, there are situ-

ations in which the populations that are non-normal or near-normal often arise. The data

used for discrimination are also sometimes correlated. Lachenbruch et al.(1977) studied

this case by looking at the effect of non-normality on quadratic discriminant function.
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1.2 Problem Statement

LDF is commonly used by the researcher because of its simplicity of form and concept. In

spite of theoretical evidence supporting the use of the QDF when covariances are heteroge-

nous, its actual employment has been sporadic because there are unanswered questions

regarding its performance in the practical situation where the discriminant function must

be constructed using training samples that do not satisfy the classical assumption of the

model.

In this study, we investigate the performance of classification functions when the underlying

distributions are non-normal (skewed), when the covariance matrices are heterogeneous and

when data of interest are correlated, sample size ratios are unequal, different number of

variables and varying values of group centroid separator. Hence, the specific questions that

are treated in this study are

• Under what conditions will we get least error rates using QDF classification with data

having the features mentioned above

• Under which sample size ratio will misclassification of observation from a group rise?

1.3 Objectives

In this study the general objective is to examine the performance of QDF under non-

normality(positively skewed) and correlation within the data set by considering condition:
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• Different sample size

• Varying the group centroid separator (δ = 1, 2, 3, 4, 5)

• Varying the number of variables (4, 6 and 8)

1.3.1 Specific Objective

The specific objectives of this study therefore are

• to examine the performance of QDF when the training samples are skewed

• to examine the asymptotic performance of QDF when the training samples are cor-

related.

• to determine the sample size ratio under which the performance of QDF deteriorate

• to conduct a Monte Carlo simulation to study the performance of QDF under the

above mentioned conditions.

1.4 Methodology

Considering a three population case, we examine the effect of correlation, uncorrelation

and skewness considering different sample size ratios, number of variables and varying

group centroid separators (δ) on classification accuracy using simulated data from these

three populations. The three populations differ with respect to their mean vector and
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covariance matrices. This study examines the behaviour of QDF for observations from

three multivariate normal populations. Sensitivity of the performance of the function to

changes in

1. δ from 1 to 5 where δ is determined by the difference between the mean vectors,

2. Sample sizes are specified. Here 11 values of n1 set at 30, 60, 100, 150, 250, 300, 400,

500, 600, 700, 2000 and the sample size of n2 and n3 are determined by the sample

ratios at 1:1:1, 1:2:2 and 1:2:3 and these ratios also determine the prior probabilities

to be considered

3. The number of variables used were 4, 6 and 8 for each case in (2)

MatLab R2009a is used to generate normal random data for all the populations and Minitab

16 for the graphs. The leave-one-out method is used to estimate the error rates (Lanchen-

bruch and Mickey, 1968) in all cases.

1.5 Justification of Problem

An enormous deal of study has been made since Fisher’s (1936) original work on discrimi-

nant analysis. Some estimation methods have been proposed and some sampling properties

derived. However, there is little investigation done on large sample properties of these func-

tions. A considerable number of studies had been carried out on discriminant analysis but

not much is done on the effect of non-normality and correlated data in classification with
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respect to sample size ratios especially not on the QDF.

1.6 Organization of the Thesis

This thesis comprises of five chapters. Chapter 1 introduces the work by giving the back-

ground of the study, statement of the problem of this study, objectives of the study, method-

ology and justification of the problem of the study.

Framework of the study and literature are reviewed in Chapter 2. Quadratic discriminant

function (QDF) as well as earlier related studies are discussed in this chapter. Chapter

3 talks about the methodology employed in our study. Chapter 4 presents and discusses

the results obtained from the analysis and simulation. Finally summary of our findings,

conclusion and recommendation for further research are presented in Chapter 5
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Chapter 2

Literature Review

2.1 Selection of Variables in DA

In many applications of multivariate analysis, the statistician finds that he has data on

very large number of variables which makes computation difficult. Murray (1977) studied

the selection of variables in DA. He proposed that the procedure of selection of subset

of variables were appealing from an intuitive point of view, but they produced rather

disturbing results in practice. To estimate the magnitude of bias, he ran series of computer

simulations in order to isolate the bias. k independent normal random variables with unit

variance and the means of two populations were specified. Since he was concerned with

misclassification rates and parameters were known, the optimal discriminant rule was the

likelihood ratio. Three different procedures were used to search through the subsets

1. k = 10. Examine every subset.

2. k = 10. Forward selection.

3. k = 50. Forward selection up to ten variables.
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Three different stopping procedure was also used to determine which subset to be used.

They were

1. Choose the best subset of a given size.

2. Choose the best subset examined, irrespective of size.

3. Having found the best subset of size r, choose this unless the best subset of size r+ 1

gives strictly better classification

Sizes of data base used were 25, 50 and 100. The results indicated that for the stopping

rule (1) and search procedure (1) and (2), as the number of variables increased, the best

error rate did not decrease monotonically. He concluded that with data base size 25, only

4 variables were needed to the true error rates of all 50 variables. Also, for the stopping

rules (2) and (3) with search procedures (1) and (2), the results indicated that neither of

those stopping rules detected the increased discriminatory power of large subsets. He then

concluded that the apparent error rate gave misleading estimates of the true error rates.

2.2 Unequal Covariance Matrices

The pioneering work on Quadratic Discrimination was by Smith (1947). He used Fisher’s

Iris data in his work. He provided a full expression for the QDF and his results showed

the QDF outperforming the LDF when the homogeneity of variance covariance structure

is violated. .
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Anderson and Bahadur (1962) also studied a slightly different work on classification into

two multivariate normal populations with different mean vectors and covariance matrices.

If one attempts to use the LDF when in fact the covariance matrices are unequal, the per-

formance on the LDF may be substantially affected. Marks and Dunn (1974) studied the

performance of the LDF under this violation. Their intention was to find out whether sam-

pling variability, arising from additional parameter estimation with increasing dimension

size, reduces the quadratic’s effectiveness to the point where a linear function with fewer

parameters should be used instead. Their additional concern was the uncertainty about the

behavior of the densities in the distribution tails which makes one reluctant to assign points

far from the population means according to the quadratic. They approached these realistic

problems by comparing the asymptotic and small sample performance of the QDF, best

linear and Fisher’s LDF for both proportional and non-proportional covariance differences

under the assumption of normality and unequal covariance matrices. Two populations were

used and sample sizes were from 10 to 100. The number of variates were 2 and 10. They

employed the application of Monte Carlo simulation. Their results indicated that for small

samples the QDF performed worse than the LDF when covariances were nearly equal and

dimension was large (ie LDF was satisfactory when the covariance matrices were not too

different). However, even for small samples, as covariance differences increased so did the

performance of the QDF relative to Fisher’s LDF. The best LDF appeared to offer little

advantage in the situation where Fisher’s function did better than the quadratic d but did

not match the performance of the quadratic when covariance inequality was greater. It
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was also noted that when the means are widely separated the LDF generally do well. They

concluded that for small sample sizes (N1, N2 < 25) poor performances can be expected

for QDF if the dimension size is moderately large (k > 6).

Wahl and Kronwal in 1977 extended the study of Marks and Dunn (1974). They observed

that when the dimensions size and the covariance differences are large the QDF’s perfor-

mance is much better than Fisher’s LDF provided the sample size is sufficient. For more

than 100 observations, the asymptotic results are reached fairly quickly, thus favoring the

QDF. They concluded that sample size is a critical factor in choosing between the QDF

and LDF. It was therefore recommended that

1. For small covariance differences and small d (d ≤ 6) there is generally little to choose

between the LDF and QDF.

2. For small samples (nl, n2 < 25) and the covariance differences and/or d large, the

LDF is preferred. However, when both covariance differences and d are large, the

misclassification probabilities may be too large for practical use.

3. For large covariance differences and d > 6, QDF is much better than LDF, provided

that the samples sizes are sufficiently large.
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2.3 DA Under Non-optimal Condition

In 1977, Kzarnowski studied the Fisher’s Linear Discriminant Function under non-optimal

conditions. He considered independent random samples, of sizes n1 and n2 respectively,

from each of two p-variate distributions having mean vectors µ1 and µ2 and common co-

variance matrix Σ. He considered continuous and binary variables which were measured

on each individual. Two populations were also looked at. They restricted their attention

to when some or all the data are binary since the continuous non-normal case had already

been tackled by Lachenbruch et al (1973). The specified parameters considered were the

number of binary variables, means of the binary variables in the two populations, correla-

tion between each pair of binary variables, means of continuous variables and Mahalanobis

squared distances. His results indicated that in many instances the LDF may be satisfac-

tory for classification but not for estimating risks of individuals belonging to a particular

population. It was observed that the inflation of error rates for Fisher’s LDF is generally

greater in presence of moderate positive correlation among all the binary variables. Con-

versely, the largest differences in performance of Fisher’s LDF between independent and

correlated binary variables occur when the populations are widely separated, and it became

intense as the number of binary variables were increasing. Agreement of LDF and QDF

was adequate only for a moderate range constant multiple of group covariance matrix and

with some amount of linear separation of populations. It becomes worse as the number of

variables increase.
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2.4 Evaluation of the Quadratic Classifier

Adebanji and Nokoe (2004) have considered evaluating the Quadratic classifier. They

restricted their attention on two multivariate normal populations of independent variables.

In addition to some theoretical result, in the case of known parameters, they conducted

a Monte Carlo simulation in order to investigate the error rates. Results indicated that

the total error rate computed showed that there was an increase in the error rate with

re-substitution estimator for all K values. On the other hand, there was a decline across

K. The Cross-validation estimator showed a steady decline for and across all values K and

the recorded values showed a substantially low error rate estimates than re-substitution

estimator for K = 4 and K = 8. The re-substitution estimator did not show high sensitivity

in K as it was in the cross-validation estimator even with increased sample size. They also

looked at relative bias where re-substitution estimator recorded its highest bias at K = 8

and lowest at K = 4 while cross-validation estimator’s highest and lowest bias were at

K = 8 and K = 2 respectively. The distribution of error rates was found to be closer to

Gamma than to Normal distribution. They concluded that the structure of the dispersion

matrix could be informative considering the use of Quadratic classifier and also in deciding

on the method of estimating misclassification rate.
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2.5 Effect of Initial Misclassification on QDF

According to Lachenbruch (1974), the model assumed that the observations are randomly

misclassified and that each observation had the same chance of being initially misclassified

is clearly unrealistic. His study attempted to present two models of non-random initial

misclassification, the complete separation model which was defined as for x observation,

calculate (x−µ1)′(x−µ1) = x′x and (x−µ2)′(x−µ2) and assign the observation to whichever

population with the smaller quantity. This amounted to assigning x to Π1 if x1 < δ/2

and to Π2 if otherwise. It was easy to show that this led to an initial misclassification

rate of αi = φ(δ/2) in Π1 and Π2. The second model was the generalization of the first

model. The same criterion was used, but, in addition, for an observation from Πi to

be misclassified, (x − Πi)
′(x − Πi) must be greater than a quantity, Vi. In these models,

observations which were closer to the mean of the ”wrong” population had a greater chance

of being misclassified than others. He hoped these models were more realistic than the

”equal chance” model. Monte Carlo experiments are used to evaluate the behavior of the

LDF. His results indicated that (a) the actual error rates of the rules from samples with

initial misclassification were only slightly affected, (b) the apparent error rates, obtained by

resubstituting the observations into the calculated discriminant function, were drastically

affected, and cannot be used, and (c) the Mahalanobis D2 was greatly inflated.

Lachenbruch (1979) did a study on DA in which he considered the effects of initial misclas-

sification on the QDF. In his simulation, a population of two with equal priori probabilities,
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mean of 0 and 2 and number of variables, 2, 4, 8 and a fraction of αi of the ni, which are

actually from the other population, were considered. To determine the effects of initial

misclassification, he generated the QDFs that would result from various values of the pa-

rameters and estimated the error. He found out that although initial misclassification is

not a serious problem with LDFs if initial rates are about the same, it is with QDF. The

severity of the problem increases with increasing differences in covariance matrices and with

increasing initial misclassification rates. He then suggested that if initial misclassification

is suspected, all sample points should be carefully checked and reassigned if needed.

2.6 DA with Correlated Training Samples

If one attempts to use the LDF or QDF when in fact the training samples are correlated,

the performance on the LDF or QDF may be significantly affected. Lawoko (1988) studied

the performance of the LDF and QDF under the assumption of correlated training samples.

In his study consideration was given to the problem of allocating an object to one of two

groups on the basis of measurements on the object. His attention was on Anderson’s sample

LDF (W) and QDF (Z) formed from the likelihood ratio criterion. The performance of the Z

and W relative to each other under correlated training observations were studied. He found

that their relative performance depends on the extent of the correlation among the training

observations and the size of the separation between the classes. Z was recommended over

W for positively correlated training observations which followed a moving average process
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of order one on the basis asymptotic expansion of error rates. Under intraclass correlation

model, he found that the discriminant functions formed under the model did not perform

better than W and Z formed under the assumption of independent training observation.

Asymptotic expected error rate for W under the model (Wm) and W were equal when the

training observations follow an autoregressive process but there was a slight improvement

in the overall error rate when Wm was used instead of W for numerical evaluations of

the asymptotic expansions. He concluded that the efficiency of the discriminant analysis

estimator is generally lowered by positively correlated training observations.

Mardia et al (1979) reported that it might be thought that a linear combination of two

variables would provide a better discriminator if they were correlated than when they were

uncorrelated. However, this is not necessarily so. To show this they considered two bivariate

populations Π1 and Π2. Supposing Π1 is N2(0,Σ) and Π2 is N2(µ,Σ) where µ = (µ1, µ2)′

and Σ =

1 ρ

ρ 1

. Now the Mahalanobis distance between the two populations is

∆2 = µ′Σ−1µ′ = (µ2
1 + µ2

2 − 2ρµ1µ2)(1− ρ2)

if the variables are uncorrelated then

∆2 = µ2
1 + µ2

2 = ∆2
0

Correlation then improves discrimination (i.e. reduce the probability of misclassification)

if and only if ∆2 > ∆2
0. This happens if and only if ρ(1 + f 2)ρ− 2f > 0 where f = µ2/µ1

In other words, discrimination is improved unless ρ lies between zero and 2f/(1 + f 2) but
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a small value of ρ can actually harm discrimination. Note that if µ1 = µ2 then any positive

correlation reduces the power of discrimination.

2.7 Non-Normality

Several studies have been conducted on the effect of various types of non-normality on the

QDF and LDF. Lachenbruch et al. (1973) considered the robustness of LDF. Three specific

distributions and the case of independent variables were considered. These distributions

were considered to be non-normal and generated from the normal distributions by using

the Johnson system of transformations (log normal, inverse hyperbolic sine normal and

logit normal distribution). The study indicated considerable decline in performance of

the LDF (the log normal distribution used has extremely large skewness and kurtosis).

They conducted Monte Carlo experiments to investigate robustness when parameters are

estimated. Their results indicated that Fisher’s LDF was greatly affected by non-normality

in the population. Error rates for one population were greatly larger that the optimum

values while the reverse was true in the other population. It was also noted that if error

rates with LDF were greatly different in the two populations when a cut-off point is zero,

then presence of non-normal data is indicated. They concluded that use of Fisher’s LDF

in non-normal situations could be badly misleading, and recommended that the data be

transformed to approximate normality prior to use of the LDF and the error rates could

be used as a check on the normality assumption.

17



Lachenbruch et al. (1977) studied the effect of non-normality on the QDF. They as-

sumed that the data were transformable to normality, variables were independent and

covariance matrices were proportional after transformation. In order to study the effect

of non-normality on QDF, they generated random samples from non-normal distributions

and the samples were transformed component by component by using Johnson’s system of

transformation. The data used represented rather mild departures from normality and the

following are their observations:

1. In the computation of the overall sample standard deviation, the between sample vari-

ability of the individual error rates in the QDF on normal or non-normal distributions

was quite large and for that instability of QDF is pronounced.

2. The actual error rates were considerably larger than the optimal rates in the case of

zero mean difference (this is a very difficult problem in assignment)

3. The QDF for non-normal samples generally did not do substantially worse than when

the QDF was applied to the normal samples which would be obtained after transfor-

mations;

4. In comparing the resubstitution method and the leave-one-out method, the resub-

stitution method had an unacceptably high bias. The leave-one-out method was far

superior in respect of generally having a far lesser bias.

5. Attempting to obtain robust estimates of means and covariance was of little help

unless the distribution was heavy-tailed or substantially skewed.
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2.8 Error Rates

Evaluation of a classification procedure is by estimating the error rate. A good classification

procedure should result in minimal error rates. Lachenbruch and Mickey (1968) did a

study on estimation of these error rates. The discriminant function which was denoted as

W by Anderson was considered. They described eight techniques to estimate error and

attempted to evaluate seven of them in which the holdout method was excluded since the

number of hold-out cases in each group that are misclassified is binomially distributed. It

was observed that none of the methods was uniformly best for all situations, although some

methods performed better than the two methods which were in use at that time.

Krzanowski and Hand (1997) considered an assessment of error rate estimators paying

special attention to the leave-one-out method. The leave-one-out rule seeks to overcome the

drawback of resubstitution by a process of cross-validation. The estimator was investigated

in a simulation study, both in absolute terms and in comparison with a popular bootstrap

estimator. The Bayes’ procedure was found to give unreliable estimates of the leave-out-

two which performed better than the leave-one-out. They compared the performance of

the leave-one-out method with that of the 632 method, as measured by the incorrect and

correct methods. They found that results leave-one-out method is even worse than had

been expected. Motivated by this, extension of leave-one-out, the leave-two-out was looked

at considering the varience.As expected, the leave-two-out method yields a slight variance

reduction relative to the leave-one-out method, but not enough to make it a good competitor
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for the 632 method.

In order to study the asymptotic error rates of Linear, Quadratic and Logistic rules Kakai

and Pelz (2010) conducted a Monte Calor study in 2, 3 and 5-group discriminant analysis.

The simulation study took into account the overlap of the populations (e = 0.05, e = 0.1,

e = 1.5), their common distribution (normal, chi-square with 4, 8 and 12 df) and their

heteroscedasticity degree, Γ, measured by the value of the power function, 1 − β of the

homoscedasticity test related to Γ (1 − β = 0.05, 1 − β = 0.4, 1 − β = 0.6, 1 − β = 0.8).

The following observations were made

1. By considering the combination of the parameters the three rules gave similar error

rates for normal homoscedastic populations.

2. For normal heteroscedastic population, the quadratic rule is theoretically Bayes rule

and it presented lowest relative error irrespective of the number of groups.

3. For non-normal populations, quadratic rule still gave lowest relative error except for

2-group where logistic was the best

4. Quadratic and logistic rule were more influenced by the number of group irrespective

of their lowest relative error

5. Also linear and quadratic were more influenced by non-normality
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Chapter 3

Methodology

3.1 Concept of Discrimination and Classification

Discrimination and classification are multivariate techniques concerned with separating

distinct sets of objects (or observations) and with allocating new objects (observations) to

previously defined groups. Discriminant analysis is rather exploratory in nature. As a sep-

arative procedure, it is often employed on a one-time basis in order to investigate observed

differences when causal relationships are not well understood. Classification procedures

are less exploratory in the sense that they lead to well-defined rules, which can be used

for assigning new objects. Classification ordinarily requires more problem structure than

discrimination does. Discrimination is to describe, either graphically or algebraically, the

differential features of objects (observations) from several known collections (populations).

We try to find ”discriminants” whose numerical values are such that the collections are

separated as much as possible (separation). While classification is to sort objects (obser-

vations) into two or more labeled classes with the emphasis on deriving a rule that can be

used to optimally assign new objects to the labeled classes (that is allocation). The idea
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of discrimination and classification frequently overlap, and the distinction between separa-

tion and allocation becomes blurred but they are always applied together in discriminant

analysis.

3.2 Discrimination and Classification of Two Popula-

tion

Härdle and Simar (2012) used example, the detection of ”fast” and ”slow” consumers of

a newly introduced product. Using a consumer’s characteristics like education, income,

family size, amount of previous brand switching, we want to classify each consumer into

the two groups just identified. Let f1(x) and f2(x) be the probability density functions

associated with the p× 1 vector random variable X for the populations Π1 and Π2, respec-

tively. An object with associated measurements x must be assigned to either Π1 or Π2. Let

Ω be the sample space-that is, the collection of all possible observations x. Let R1 be that

set of x values for which we classify objects as Π1 and R2 = Ω − R1 be the remaining x

values for which we classify objects as Π2. Since every object must be assigned to one and

only one of the two populations, the sets R1 and R2 are mutually exclusive and exhaustive.

The main task of discriminant analysis is to find ”good” regions Rj where j = 1, 2 such

that the error of misclassification is small. In the following we describe such rules when

the population distributions are known. The conditional probability, P (2|1), of classifying
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an object as Π2 when, in fact, it is from Π1 is written as

P (2|1) = P (X ∈ R2|Π1) =

∫
R2=Ω−R1

f1(x)dx

Similarly, the conditional probability of classifying an object as Π1 when, in fact, it is from

Π2, P (1|2) is written as

P (1|2) = P (X ∈ R1|Π2) =

∫
R1

f2(x)dx

Where the individual integral signs represent the volume formed by the individual density

functions over the region Rj.

3.3 Likelihood Ratio Discriminant Rule

It is suggested that x0 should be allocated to Π1 whenever the probability of it coming from

Π1 is greater than probability of it from Π2, to Π2 whenever these probabilities are reversed,

and by chanced to Π1 or Π2 whenever these probabilities are equal. By this argument, we

define R1 as the set of points for which f1(x) ≥ f2(x), and R2 as the set of points for which

f1(x) < f2(x). Rewriting the above slightly, the classification rule is as follows:

Assign x0 to Π1 if
f1(x0)

f1(x0)
≥ 1, (3.1)

and to Π2 when otherwise.

The allocation rule 3.1 is known as the likelihood ratio rule. This rule, however, fails to

take into account some factors which may be important in practice. These factors are:
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differential prior probabilities of observing individuals from the two populations and the

differential costs of misclassification.

3.4 Prior Probability

An optimal classification rule should take into prior probabilities of occurrence into account.

Let p1 be the prior probability of Π1 and p2 be the prior probability of Π2, where p1+p2 = 1.

Then the overall probabilities of correctly or incorrectly classifying objects can be derived

as the product of the prior and conditional classification probabilities:

P (observation is correctly classified as Π1) = P (observation comes from Π1

and is correctly classified as Π1)

P (X ∈ R1|Π1)P (Π1) = P (1|1)p1 (3.2)

P (observation is misclassified as Π1) = P (observation comes from Π2

and is misclassified as Π1)

P (1|2)p2 = P (X ∈ R1|Π2)P (Π2) (3.3)
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P (observation is correctly classified as Π2) = P (observation comes from Π2

and is correctly classified as Π2)

P (2|2)p2 = P (X ∈ R2|Π2)P (Π2) (3.4)

P (observation is misclassified as Π2) = P (observation comes from Π1

and is misclassified as Π2)

P (2|1)p1 = P (X ∈ R2|Π1)P (Π1) (3.5)

3.5 Cost of Misclassification

According to Krzanowski (1988) another aspect of classification is cost. A rule that ig-

nores costs may cause problems. The cost associated with each of these mistakes are

c(1|1), c(1|2), c(2|2) and c(2|1) respectively. The costs are zero for correct classification, so

the expected or average cost of misclassification is given by

ECM = c(2|1)P (2|1)p1 + c(1|2)P (1|2)p2

= c(2|1)p1

∫
R2

f1(x)dx + c(1|2)p2

∫
R1

f2(x)dx (3.6)

The best classification rule is the one that yields minimum expected cost due to misclassi-

fication, and this rule will be obtained by finding the region R1 and R2 minimizing ECM
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in 3.6 allocate x

R1 :
f1(x)

f2(x)
≥
(
c(1|2)

c(2|1)

)(
p2

p1

)
(3.7)

R2 :
f1(x)

f2(x)
<

(
c(1|2)

c(2|1)

)(
p2

p1

)
(3.8)

The right hand side of 3.7 and 3.8 known as the cut-off point is denoted by k. It is clear from

3.6 that the implementation of the minimum ECM rule requires (1) the density function

ratio evaluated at a new observation x0, (2) the cost ratio, and (3) the prior probability

ratio. The appearance of ratios in the definition of the optimal classification regions is

significant (Johnson and Winchern, 2007).

The likelihood ratio discriminant rule 3.1 is thus a special case of the ECM rule for equal

misclassification costs and equal prior probabilities. Other special cases of Minimum Ex-

pected Cost Regions are:

(a) p2/p1 = 1 (equal prior probabilities); k = c(1|2)/c(2|1)

R1 :
f1(x)

f2(x)
≥ c(1|2)

c(2|1)
R2 :

f1(x)

f2(x)
<
c(1|2)

c(2|1)

(b) c(1|2)/c(2|1) = 1 (equal costs of misclassification); k = p2/p1

R1 :
f1(x)

f2(x)
≥ p2

p1

R2 :
f1(x)

f2(x)
<
p2

p1

When the prior probabilities are unknown, they are often considered to be equal. Similarly,

the costs of misclassification are also often taken to equal when they are unknown.
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3.6 Total Probability of Misclassification

Criteria other than the ECM can be used to ”optimal” classification procedures. One might

ignore cost of misclassification and choose R1 and R2 to minimize the total probability of

misclassification (TMP).

TMP = P (misclassifying a Π1 observation or misclassifying a Π2 observation)

= P (observation comes from Π1 and is misclassified)

+P (observation comes from Π2 and is misclassified)

= p1

∫
R2

f1(x)dx + p2

∫
R1

f2(x)dx

Mathematically, this problem equivalent to minimizing the expected/average cost of mis-

classification when the cost of misclassification are equal.

The rule (b) could have been derived equivalently by minimizing TPM , where

TPM = P (2|1)p1 + P (1|2)p2 (3.9)

is given by ECM of (2.2) but with c(2|1) and c(1|2) removed. It is worth mention that the

rule (b) is equivalent to the allocation rule derived by maximizing the posterior probability

of population membership.
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3.7 Bayes’ Classification Rule

Let

P (x ∈ Πi) = pi, i = 1, 2 (3.10)

be the prior probabilities that a randomly selected observation x = x0 belongs to either Π1

or Π2. Suppose also that the conditional multivariate probability density of x for the ith

class is

P (x = x0|x ∈ Πi) = fi(x0), i = 1, 2. (3.11)

From 3.10 and 3.11, Bayes’ theorem yields the posterior probability,

P (Πi|x) = P (x ∈ Πi|x = x0) =
fi(x0)pi

f1(x0)p1 + f2(x0)p2

, (3.12)

that the observed x0 belongs to Πi, i = 1, 2. For a given x0, a reasonable classification

strategy is to assign x0 to the class with the higher posterior probability. This strategy

is called the Bayes’ classification rule. Since we are dealing with forced classification, the

classification rule is

assign x0 to Π1 if
P (Π1|x)

P (Π2|x)
≥ 1, (3.13)

otherwise assign x0 to Π2. The ratio P (Π1|x)
P (Π2|x)

is referred to as the “odds-ratio” that Π1 rather

than Π2 is the correct class given the information in x0. Substituting 3.12 into 3.13, the

Bayes’ classification rule becomes

assign x0 to Π1 if
f1(x0)

f2(x0)
≥ p2

p1

, (3.14)

and to Π2 otherwise.(Izenman, 2008).
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3.8 Distance Based Classification

We now turn our attention to classification rules for several groups based on the distance

between x and the discriminating groups. We consider the case where x is multivariate

normal in Π1, i = 1, 2, . . . , g. The Mahalanobis squared distance between x and Πi is

defined as

∆2
i = (x− µi)′Σ−1(x− µi) (3.15)

The allocation rule is allocate x to the group for which ∆2
i is smallest.

3.9 The Quadratic Classifier(Σ1 6= Σ2)

Suppose that the joint densities of X ′ = [X1, X2, . . . , Xp] for population Π1 and Π2 are

given by

fi(x) =
1

(2π)p/2 |Σi|1/2
exp

[
−1

2
(x− µi)′Σ−1

i (x− µi)
]

(3.16)

The covariance matrices as well as the mean vectors are different from one another for

the two populations. The regions of minimum expected cost misclassification (ECM) and

minimum total probability of misclassification (TPM) depends on the ratio of the densities,

(f1(x))/(f2(x), or equivalently, the natural logarithm of the density ratio, ln[(f1(x)/(f2(x)] =

ln[f1(x)]− ln[f2(x)] when the multivariate normal densities have different covariance struc-

tures, the terms in the density ratio involving
∣∣∣Σ1/2

i

∣∣∣ do not cancel as they do when we

have equal covariance matrices and also the quadratic forms in the exponents of fi(x) do
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not combine. Therefore substituting multivariate normal densities with different covari-

ance matrices into 3.7 and 3.8 and after taking the natural logarithms and simplifying, the

likelihood of the density ratios gives the quadratic function in x ∈ Π1 if

−1

2
x′(Σ−1

1 − Σ−1
2 )x + (µ′1Σ−1

1 − µ′2Σ−1
2 )x− k ≥ ln

[(
c(1|2)

c(2|1)

)(
p2

p1

)]
,

where

k =
1

2
ln

(
|Σ1|
|Σ2|

)
+

1

2
(µ′1Σ−1

1 µ1 − µ′2Σ−1
2 µ2) (3.17)

otherwise, x ∈ Π1. Considering the Mahalanobis distance, the function is sometimes

written as

f(x) = D2
1(x)−D2

2(x) + ln

[
|Σ1|
|Σ2|

]
− 2 ln

(
p1

p2

)
(3.18)

The quantity D2
i (x) = (x− µi)′Σ−1(x− µi) is the Mahalanobis Square Distance.

When Σ1 = Σ2 the function reduces to linear classifier rule(Adebanji and Nokoe, 2004)

In many applications, the distributions of the populations of interest may not be multi-

variate normal.If the data are not multivariate normal, transformation of the data to more

nearly normal and a test for equality of covariance matrix can be conducted to see whether

the linear rule or the quadratic rule is appropriate. This transformation is done before

testing is carried out.

we can also use the linear or quadratic rule without worrying about the form of the parent

population and hope that it will work reasonably well. Studies have shown that there

are non-normal cases where LDF performs poorly, even though the population covariance

matrices are the same. The moral is to always check the performance of any classification
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procedure (Johnson and Winchern, 2007).

3.10 Inferential Procedures In Discriminant Analysis

Several inferential procedures exists in discriminant function analysis. The basic ones are

discussed here.

3.10.1 Test for H0 : µ1 = µ2 When Σ1 = Σ2 Using Hotelling’s

T 2-Test

In the multivariate case, we wish to compare the mean vectors from two populations. We

assume that two independent random samples y11,y12, · · · ,y1n1 and y21,y22, · · · ,y2n2 are

drawn from Np(µ1,Σ1) and Np(µ2,Σ2), respectively, where Σ1 and Σ2 are unknown. In

order to obtain a T 2-test, we must assume that Σ1 = Σ2 = Σ, say. From the two samples,

we calculate ȳ1, ȳ2,W1 = (n1 − 1)S1, and W2 = (n2 − 1)S2. A pooled estimator of the

covariance matrix is calculated as

Spl =
W1 + W2

n1 + n2 − 2
,

for which E(Spl) = Σ.

To test

H0 : µ1 = µ2 versus H1 : µ1 6= µ2,
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we use the test statistic

T 2 =
n1n2

n1 + n2

(ȳ1 − ȳ2)′S−1
pl (ȳ1 − ȳ2),

which is distributed as T 2
p,n1+n2−2 when H0 is true. We reject H0 if T 2 ≥ T 2

α,n1+n2−2.

3.10.2 Wilks’s Likelihood Ratio Test

If yij, i = 1, 2, · · · , g, j = 1, 2, · · · , n, are independently observed from Np(µi,Σ), then the

likelihood ratio test statistic for H0 : µ1 = µ2 = · · · = µg can be expressed as

Λ =
|E|

|E + H|
, (3.19)

where H and E are defined as

H = n

g∑
i=1

(ȳi − ȳ)(ȳi − ȳ.)′

and

E =

g∑
i=1

n∑
j=1

(ȳij − ȳi)(ȳij − ȳi)
′.

The test statistic 3.19 is distributed as the Wilks Λ-distribution. We reject H0 : µ1 =

µ2 = · · · = µg if Λ ≤ Λα,p,νH ,νE . p, νH and νE is the dimension and degrees of freedom for

hypothesis and error, respectively.
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3.10.3 Box’s M-Test

For a one-way MANOVA with g groups (g ≥ 2), the assumption of equality of covariance

matrices can be stated as a hypothesis to be tested:

H0 : Σ1 = Σ2 = · · · = Σg (3.20)

versus H1: at least two Σi’s are unequal. Define Wi =
∑ni

j=1(yij − ȳi)(yij − ȳi)
′, and

M =
|S1|ν1/2|S2|ν2/2 · · · |Sg|νg/2

|Spl|
∑
i νi/2

, (3.21)

where νi = ni − 1,Si = Wi/νi is the unbiased sample covariance matrix, and Spl is the

pooled sample covariance matrix,

Spl =

∑g
i=1 νiSi∑g
i=1 νi

=
E

νE
.

The statistic

u = −2(1− c1) lnM (3.22)

has an approximated χ2-distribution with 1
2
(k − 1)p(p+ 1) degrees of freedom, where

c1 =

[
g∑
i=1

1

νi
− 1∑g

i=1 νi

][
2p2 + 3p− 1

6(p+ 1)(k − 1)

]
.

We reject H0 if u > χ2
α.

3.11 Classification into Several Populations

In this section, generalization of classification procedure for more than two discriminating

groups (ie from 2 to g ≥ 2) is straight forward. However, not much is known about
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the properties corresponding sample classification function , and in particular, their error

rates have not been fully investigated. Therefore, we focus only on the Minimum ECM

Classification with equal misclassification cost and Minimum TPM for multivariate normal

population with unequal covariance matrices (Quadratic discriminant analysis).

3.12 Minimum ECM Classification with Equal Mis-

classification Cost

Allocate x0 to Πk if

pkfk(x) > pifi(x) for all i 6= k (3.23)

or, equivalently, Allocate x0 to Πk if

ln pkfk(x) > ln pifi(x) for all i 6= k (3.24)

Note that the classification rule in 3.23 is identical to the one that maximizes the posterior

probability P (Πi|x) = P(x comes from Πi given that x is observed) where

P (Πi|x) =
pkfk(x)∑g
i=1 pifi(x

=
(prior)× (likelihood)∑
[(prior)× (likelihood)]

(3.25)

Therefore, one should keep in mind that in general minimum ECM rule must have the prior

probability, misclassification cost and density function before it can be implemented.
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3.13 Minimum TPM Rule for Unequal-Covariance Nor-

mal Populations

Suppose that the Πi are multivariate normal populations, with different mean vectors µ

and covariance matrices Σi (i = 1, . . . , g). An important special case occurs when the

fi(x) =
1

(2π)p/2|Σi|
1
2

exp{−1

2
(x− µi)′Σ−1

i (x− µi)}

with c(i | i) = 0, c(k | i) = 1, k 6= i then

ln pkfk(x) = ln pk −
(p

2

)
ln{(2π)} − 1

2
ln |Σk| −

1

2
(x− µk)′Σ−1

k (x− µk)

= max
i

ln{pifi(x)} (3.26)

The constant (p/2) ln(2π) can be ignored in 3.26, since it is the same for all population.

Therefore, quadratic discriminant score for ith population is defined as

dQi (x) = −1

2
ln |Σi| −

1

2
(x− µi)′Σ−1

i (x− µi) + ln pi (3.27)

The quadratic score dQi (x) is composed of contributions from the generalized variance |Σi|,

the prior probability pi, and the square of the distance from x to the population mean µi.

Allocate x to Πk if the quadratic score

dQk (x) = largest of dQ1 (x), dQ2 (x), . . . , dQg (x). (3.28)

In practice, the µi and Σi are unknown, but a training set of correctly classified observations

if often available for the construction of estimates. The relevant sample quantities for
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population Πi are the sample mean vector, x̄i, sample covariance matrix, Si and sample

size, ni. The estimate of the quadratic discriminant score 3.28 is then

d̂Qi (x) = −1

2
ln |Si| −

1

2
(x− x̄i)

′S−1
i (x− x̄i) + ln pi for i = 1, 2, . . . , g (3.29)

DA is relatively straight forward for known group-conditional densities. Generally, in prac-

tice, users of DA encounter the problem of their estimation from data. DA with other multi-

variate statistical techniques, has the assumptions of multivariate normality and spherical

disturbance terms which provide a convenient way of specifying a parametric structure.

However, in real life observations, some or all of these assumptions are sometimes violated.

Therefore, it becomes necessary to use the Monte Carlo procedure with which data sets

which resemble data obtained from controlled laboratory experiments and which are free

of all the problems listed above are generated.

In this study, attention is focused on discrimination through the heteroscedastic normal

model. Three mutually dependent normally distributed populations are considered.

3.14 Heteroscedastic Normal Model

Under a heteroscedastic normal model for the group-conditional distributions of the feature

vector X on an entity, it is assumed that

X ∼ N(µi,Σi) in Gi for i = 1, 2, . . . , g (3.30)
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where µi denote group means and Σi denote group covariance matrix. The ith group-

conditional density f(X; θi) is given by

fi(X; θi) = φ(X;µi,Σi) (3.31)

= (2π)−p/2|Σi|−
1
2 exp{−1

2
(x− µi)′Σ−1

i (x− µi)} (3.32)

where θi consists of the elements of µi and the 1
2
P (1 + P ) distinct elements of Σi. It is

assumed that each Σi is non singular for the groups Π1, . . . ,Πg. If pi denote the prior

probabilities of the groups then we let:

ΨU = (p1, p2, . . . , θU
′)′ (3.33)

= (p′, θU
′)′ (3.34)

where θU consists of the elements of µ1, . . . , µg and the distinct elements of Σ1, . . . ,Σg. The

subscript ”U” emphasizes that the group variance matrices are allowed to be unequal in the

specification of the model 3.30. Let the posterior probability that an entity with feature

vector X belongs to group Πi be denoted by Pi((X); ΨU) for i = 1, . . . , g. We use the log

ratios in estimating these posterior probabilities. Thus,

ηig((X); ΨU) = log(Pi((X); ΨU)/Pg((X); ΨU)) (3.35)

= log(Pi/Pg) + ξig((X); θU) (3.36)

where ξig((X); θU) = log{fi(X; θi)/fg(X; θg)} for (i = 1, . . . , g − 1) corresponds to an

arbitrary choice of Πg as the base group. Under the heteroscedastic normal model 3.30,

ξig = −1

2
{δ((X), µi; Σi)− δ((X), µg; Σg)} −

1

2
{log |Σi|/|Σg|} (i = 1′ . . . , g − 1) (3.37)
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where :

δ((X), µi; Σi) = (X− µi)′Σ−1
i (X− µi)

is the squared Mahalanobis’ distance between X and µi with respect to Σi(i = 1, . . . , g).

The optimal or Bayes rule r0(X; ΨU) assigns an entity with feature vector X to Πg if

ηig(X; ΨU) ≤ 0 (i = 1, . . . , g − 1)

is satisfied. Otherwise, the entity is assigned to Πh if

ηig(X; ΨU) ≤ ηhg(X; ΨU) (i = 1, . . . , g − 1; i 6= h)

holds.

In defining the Bayes rule, we take the costs of misclassification to be the same. However,

unequal costs of misclassification can be incorporated into the formulation. In practice,θU

is generally taken to be unknown and so must be estimated from the available training

data.

3.15 Monte Carlo Studies

Monte Carlo method is a heuristic statistical technique for evaluation and simulation of

intractable problems by probabilistic simulation. Its performance is similar to controlled

laboratory experiments. The center in a Monte Carlo study usually is a test statistic or

estimator that has unknown finite sample properties. A typical Monte Carlo study in
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discriminant analysis involves the specification of the number of distributions of popula-

tions, sample sizes while the variable of interest is varied to investigate its effects on the

asymptotic performance of the specific function of interest.

3.16 Simulation Design

Since we wish to evaluate the performance of QDF in case of correlated training samples and

non-normality of distributions, we considered QDF. A Monte Carlo study was conducted.

In the simulation procedure, multivariate normally correlated random data was generated

for three populations with their mean vector µ1 = (0, . . . , 0), µ2 = (0, . . . , δ) and µ3 =

(0, . . . , 2δ) respectively.

The covariance matrices, Σi (i=1, 2, 3). Where k 6= l, σkl = 0.7 for all groups except

the diagonal entries given as σ2
k = i, for i = 1, 2, 3. After this, the correlation in the

generated data of the various populations was eliminated. Skewed data was generated

from the exponent of the normally uncorrelated data (log-normal) in order to evaluate the

performance of skewness on QDF. QDF was then performed in each case and the leave-

one-out method was used to estimate the proportion of observations misclassified.

Factors consider in this study were

1. Mean vector separator which is set at δ from 1 to 5 where δ is determined by the

difference between the mean vectors.
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2. Sample sizes which are also specified. Here 14 values of n1 set at 30, 60, 100, 150,

200, 250, 300, 400, 500, 600, 700, 800, 1000, 2000 and the sample size of n2 and n3

are determined by the sample ratios at 1:1:1, 1:2:2 and 1:2:3 and these ratios also

determine the prior probabilities to be considered

3. The number of variables for this study is also specified. The number of variables are

set at 4, 6 and 8 following Murray (1977) who considered this in selection of variables

in Discriminant Analysis.

3.16.1 Subroutine for QDF

Series of subroutines were written in MatLab to perform the simulation and discrimination

procedures on QDF. Below are the important ones.

3.16.1.1 Data Simulation

The subroutine below was used to generate correlated normal data.

%specifying the covariance matrices

for i = 1:3

p(i).SIGMA = i*eye(nvar);

for r = 1:nvar

for c = 1:nvar

if r~=c

p(i).SIGMA(r,c) = p(i).SIGMA(r,c) + 0.7;%to ensure correlation

end

end

end

end

%normal correlated generated data

p(i).rep(r).x = mvnrnd(p(i).mu,p(i).SIGMA,n(i));

p(i).rep(r).x = single(p(i).rep(r).x); % converting to single precision to reduce memory usage

p(i).rep(r).mu = mean(p(i).rep(r).x);%sample mean of group i

p(i).rep(r).sigma = cov(p(i).rep(r).x);%sample covariance of group i
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After QDF has been performed on the correlated normal data, the correlation in the data

is then eliminated by the command Correlation_elimination(p(i).rep(r).x’)

% eliminating correlation (uncorrelated normal data)

[p(i).rep(r).z,p(i).rep(r).zmu,p(i).rep(r).zsigma] = Correlation_elimination(p(i).rep(r).x’);

p(i).rep(r).z = p(i).rep(r).z’;

for k = 1:n(i)

p(i).rep(r).x(k,:) = p(i).rep(r).z(k,:)*(i*p(i).rep(r).zsigma)^(0.5)+p(i).mu;

end

p(i).rep(r).mu = mean(p(i).rep(r).x); p(i).rep(r).sigma = cov(p(i).rep(r).x);

for k = 1:n(i)

We focussed our attention on positively skewed data. Therefore, after QDF has been

performed on the uncorrelated normal data, the data is transformed to positively skewed

data by finding the exponent of the uncorrelated normal data. The subroutine below was

used

%generating skewed data(lognormal)

p(i).rep(r).x = exp(p(i).rep(r).x);

3.16.1.2 Discrimination Procedure

%quadratic discriminant score

for i=1:3

for k=1:n(i)

for j=1:3

if j==i

p(i).rep(r).QDF{i,k}(j)= -1/2*log(det(p(i).rep(r).sigmaH{k}))...

-1/2*(p(i).rep(r).holdout(k,:)-p(i).rep(r).meanH{k})*inv(p(i).rep(r).sigmaH{k})...

*(p(i).rep(r).holdout(k,:)-p(i).rep(r).meanH{k})’+ log(prior(j));

else

p(i).rep(r).QDF{i,k}(j)= -1/2*log(det(p(j).rep(r).sigma))...

-1/2*(p(i).rep(r).holdout(k,:)-p(j).rep(r).mu)*inv(p(j).rep(r).sigma)...

*(p(i).rep(r).holdout(k,:)-p(j).rep(r).mu)’+ log(prior(j));

end

end

end

%finding the maximum and allocating it

for r = 1:nrep

rep(r).predict_label=[];

for i= 1:3

for k= 1:n(i)
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rep(r).qmax(i,k)= max(p(i).rep(r).QDF{i,k});

for j= 1:3

if rep(r).qmax(i,k)== p(i).rep(r).QDF{i,k}(j)

p(i).rep(r).predict_label(k)= j;

end

end

end

%developing the confusion matrix

for r = 1:nrep

%rep(r).cm1=cfmatrix(rep(r).actual_label,rep(r).predict_label);

rep(r).cm=cfmatrix(rep(r).actual_label,rep(r).predict_label,[1 2 3],1);

%rep(r).pmc = 1-trace(rep(r).cm);% total proportion misclassified

end

%average confusion matrix

avgconfmat=zeros(3,3);

for j = 1:3

for i = 1:3

F = [];

for r = 1:nrep

F = horzcat(F,rep(r).cm(i,j));

end

avgconfmat(i,j) = mean(F);

end

end

%average error rates for the different groups

for i = 1:3

gp(i).err = [];

for j = 1:3

if j~=i

gp(i).err = vertcat(gp(i).err,avgconfmat(j,i));

end

end

QDA.totavg_gperr(:,i) = sum(gp(i).err);

end

[cor_out,norm_out,skew_out] = QuadDA(N,nratio,nvar,delta,nrep) is main command

used in the entire procedure. The hold-out observation is classified into one of the groups.

The leave-one-out error rates are computed using the cfmatrix command, which generates

a confusion matrix. This is done for each replication within the cells and later averaged

over replications.
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Chapter 4

Simulation Results and Discussion

4.1 Introduction

This chapter contains the results of our investigation on the effects of correlation and skew-

ness considering sample size ratio, number of variables and mean vector (group centroid)

separator on the performance of QDF. The size of population1 (n1) is fixed throughout

the study and the sizes of population 2 and population 3, n2 and n3 respectively are de-

termined by the sample size ratio under consideration. We first look at QDF when the

training data are correlated and then when they are uncorrelated. Skewed distribution is

applied afterwards. The summary of the 11 sample sizes for each value of n1 and sample

size ratio combination is presented in the table below.

Table 4.1: Sample Size Ratios

Sample Size (n1) 30 60 100 150 250 300 400 500 600 700 2000

S.Size (N)

1:1:1 90 180 300 450 750 900 1200 1500 1800 2100 6000

1:2:2 150 300 500 750 1250 1500 2000 2500 3000 3500 10000

1:2:3 180 360 600 900 1500 1800 2400 3000 3600 4200 12000

These are the sample sizes for which we simulated the normal variate and alternate the
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variables of interest as required.In this empirical study, the sensitivity of normal-based

QDF classification models to correlated and skewed training samples is investigated, by

considering sample size increment, varying of group centroid separator and varying number

of variables. Three sample size ratios of population1 to population2 to population3 (n1 :

n2 : n3) considered are 1:1:1, 1:2:2 and 1:2:3. Eleven sample sizes of population1 n1 was

set at 30, 60, 100, 150, 250, 300, 400, 500, 600, 700, 2000 and the total sample size is

determined by the sample ratios and these ratios also determine the prior probabilities

to be considered. Multivariate normal data were generated for three p-variate situations

(p = 4, p = 6 and p = 8) for the QDF considering the three distributions. The sample

size-ratio combination was repeated for each level of δ with each scenario being replicated

100 times. The results obtained are averaged over the number of replicates.

4.2 Discussion of Simulated Results

Discussion of simulated results is carried out in section 4.2 onwards. The results of the indi-

vidual population error rates, their average error rates followed by their standard deviations

and then their coefficients of variation with the various total sample sizes and sample size ra-

tios of the distributions (correlated normal, uncorrelated normal and skewed) are presented.

The summary of the results which consists of the average error rates of the distributions are

first presented followed by their standard deviations and then their coefficient of variation

in appendix A. Some of the graphs of the average error rates and coefficients of variation of
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the distributions are displayed. The graphs show the total sample sizes on the horizontal

axis and the average error rates or coefficients of variation on the vertical axis. Some of the

results displayed in this chapter are for the various δs , number of variables and sample size

ratios. The remaining results (both tabular and graphical) are shown in the appendices.

In all cases, the results were recorded to four decimal places.

4.3 Effect of Sample Size on QDF

In this section, we look at the asymptotic performance of the QDF in the cases where the

training data are correlated, uncorrelated, and when they are skewed. Each subsection

gives the performance of each distribution.

4.3.1 Correlated Normal Distribution

Evaluating the effect of sample size on QDF with respect to the correlated normal distri-

bution for δ = 1 is present in figures 4.1 and the rest of the graphical representation of

the results are shown in figure B.1 to B.4. A bird’s eye view of the tables and 15 graphs

reveals that generally, an increased in the total sample size decreases the error rate of a

particular n1. It was observed that the average error rate for 4, 6, and 8 variables with

δ = 1 were higher as compared to the other values of the δ and among the sample size

ratios used, sample size ratio 1:1:1 gives the lowest average error rates as the sample size
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increases asymptotically. Results also show that n1 = 30 gave highest average error rates

and lower average error rate are for n1 = 2000 for variables 4, 6 and 8. There is a rapid

decrease in the average error rate from total sample size of 90 to 180 of sample size ratio

(1:1:1) of 8 variables for all δ. The results of 4 variables were higher the other number of

variables. δ = 5 gave the lowest average error rates as the sample size increases. It was also

observed that the average error rates of sample size ratio 1:1:1 and 1:2:2 were marginal for

δ = 1. The difference between the ratios decreased as δ increased and with maintained total

sample size and the average error rates decreased as the number of variables increased. In

δ = 5 the performance of the three sample size ratios were marginal.

Figure 4.1: Average error rates of correlated normal distribution: δ = 1
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The standard deviation of the error rate from table (4.2) with the remaining tables in ap-

pendix A for the correlated normal distribution reveals that as the sample size increases,

standard deviation of the error rate for sample size ratio 1:1:1 exhibit low standard devi-

ations for δ = 1 while sample size ratio 1:2:3 exhibits higher standard deviations. For a

particular δ, the standard deviation decreases as the number of variables also increases.

From δ = 2 to δ = 5, the standard deviations decreases as the sample size increases asymp-

totically. There is a sharp decrease of the standard deviation of sample size ratio 1:1:1 of

variable 6 and 8, δ = 4 and of variable 8, δ = 5 as compared with their counterparts in the

same case.
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Table 4.2: Standard Deviations for 4 variables and a sample size ratio of (1:1:1)
Distributions CorrNorm UncorrNorm Skewed

S. Size SD SD SD

δ = 1

90 0.0530 0.0681 0.0875
180 0.0536 0.0641 0.0942
300 0.0543 0.0603 0.0983
450 0.0547 0.0603 0.0998
750 0.0534 0.0575 0.1031
900 0.0526 0.0573 0.1030
1200 0.0524 0.0568 0.1034
1500 0.0529 0.0571 0.1051
1800 0.0526 0.0567 0.1048
2100 0.0531 0.0567 0.1057
6000 0.0524 0.0559 0.1071

δ = 2

90 0.0447 0.0524 0.0680
180 0.0402 0.0469 0.0741
300 0.0384 0.0421 0.0781
450 0.0394 0.0424 0.0800
750 0.0370 0.0409 0.0822
900 0.0370 0.0415 0.0821
1200 0.0369 0.0402 0.0847
1500 0.0367 0.0398 0.0850
1800 0.0372 0.0400 0.0851
2100 0.0367 0.0399 0.0860
6000 0.0365 0.0394 0.0883

δ = 3

90 0.0300 0.0345 0.0489
180 0.0264 0.0296 0.0493
300 0.0245 0.0277 0.0522
450 0.0239 0.0263 0.0535
750 0.0232 0.0256 0.0601
900 0.0230 0.0257 0.0593
1200 0.0226 0.0255 0.0581
1500 0.0225 0.0253 0.0589
1800 0.0223 0.0248 0.0604
2100 0.0226 0.0250 0.0606
6000 0.0224 0.0249 0.0622

δ = 4

90 0.0200 0.0236 0.0252
180 0.0159 0.0189 0.0296
300 0.0144 0.0173 0.0286
450 0.0139 0.0160 0.0307
750 0.0135 0.0158 0.0348
900 0.0131 0.0153 0.0344
1200 0.0124 0.0151 0.0355
1500 0.0126 0.0151 0.0351
1800 0.0128 0.0147 0.0378
2100 0.0128 0.0147 0.0374
6000 0.0125 0.0146 0.0387

δ = 5

90 0.0123 0.0156 0.0158
180 0.0094 0.0121 0.0145
300 0.0084 0.0098 0.0128
450 0.0078 0.0093 0.0159
750 0.0071 0.0090 0.0152
900 0.0069 0.0085 0.0162
1200 0.0070 0.0085 0.0167
1500 0.0066 0.0085 0.0164
1800 0.0066 0.0083 0.0164
2100 0.0065 0.0083 0.0165
6000 0.0064 0.0081 0.0184
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The coefficients of variation in correlated normal distribution in figure 4.2 and remaining

graphs in figure B.5 to B.8 for δ = 1, variables 4 to 8 increased exponentially and then sta-

bilized with averagely lower variations in sample size ratio 1:2:2 and with higher variations

in sample size ratio 1:2:3 as the total sample size increases asymptotically. The variations

also increased as δ increased. δ = 3 gives a steady coefficients of variation as the total

sample size increased for variable 4 while it gave a little increase and then stabilized in

variables 4 and 6. There was a decline in the coefficients of variation for δ = 4 as the total

sample size increased asymptotically in variable 4. The coefficients of variation increased

from total sample size 150 to 500 and from 180 to 360 for sample size ratios 1:2:2 and 1:2:3

respectively for variables 6 and 8 and then decreased as the total sample size increased

asymptotically. For δ = 5, there was a sharp decrease in the coefficients of variation in

sample size ratio 1:1:1 for all number of variables as the total sample size increased.

Figure 4.2: Coefficients of Variation for Correlated Normal Distribution:δ = 1
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4.3.2 Uncorrelated Normal Distribution

For the uncorrelated distribution the average error rate wa similar to the results obtained

in the correlated normal distribution with the exception of the average error rate of sample

size ratio 1:1:1 which decreased rapidly from total sample size of 90 to 180 for 8 variables in

all δs. The average error rate decreased as the total sample size increased asymptotically.

And it reduced when δ also increased. The graphical representation of this result for δ = 1

in show in figure 4.3 with the rest in B.9 to B.12

Figure 4.3: Average error rates of uncorrelated normal distribution: δ = 1

The standard deviations for uncorrelated distribution decreased as the total sample size

increased for δ = 1 for 4, 6 and 8 variables. There was a rapid decrease (from 150 to 300)

in the standard deviation of sample size ratio 1 : 2 : 2 of 6 and 8 variables as the total

sample size increases asymptotically. The sample size ratio 1:2:2 exhibited lower values of
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standard deviations as the total sample size increases for δ = 1 and 2. For δ = 3, 4 and

5, sample size ratio 1:1:1 gave lower standard deviations. The standard deviation in this

distribution decreased as the sample size increased asymptotically with increasing δ. For

δ = 5 the standard deviations of the various sample size ratios were marginal in all the

number of variables

The coefficients of variation generally increased exponentially and stabilized with increasing

total sample size and number of variables in δ = 1 exhibited lower variations as compared

with the remaining δs as shown in figure 4.4 and figure B.13 to B.16 of appendix B.2. For δ =

4, the coefficients of variation in sample size ratio 1:1:1 decreased while the remaining ratios

did not give any particular pattern for the 4 variable situation. For 4 variable situation

with δ = 5, the coefficients of variation decreased as the total sample size increased. The

coefficient of variation of the other 6 and 8 variables situations did not show any particular

pattern as the total sample size increased.
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Figure 4.4: Coefficients of Variation for Uncorrelated Normal Distribution:δ = 1

4.3.3 Skewed (Lognormal) Distribution

Unlike the already discussed distributions, there was an increase in the average error rates

of the sample size ratios 1:2:2 and 1:2:3 as the total sample size increased asymptotically

in the skewed distribution for δ = 1 to 3 in figures 4.5, 4.6 and 4.7 and in figures B.17 and

B.18 of appendix B.3 while the average error rates stabilized in the rest of the δs. Sample

size ratio 1 : 1 : 1 in this case gave lower average error rates. The average error rates for

δ = 5 were the lowest as compared to the other δs and they decreased as the total sample

size increased.
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Figure 4.5: Average error rates of skewed distribution: δ = 1

Figure 4.6: Average error rates of skewed distribution: δ = 2
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Figure 4.7: Average error rates of skewed distribution: δ = 3
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The standard deviations in this distribution happened to be large in δ = 1 they increased

and stabilized as the total sample size increased asymptotically with sample size ratio 1:1:1

giving lower deviations in the situation of 4 and 8 variables for all δs. In 6 variables case,

the sample size ratio 1:1:1 and 1:2:2 reduced more than sample size ratio 1:2:3 by giving

lower deviations for all giving δs as the total sample size increases.

The coefficients of variation in the skewed distribution increased exponentially with total

sample size increased by exhibiting lower variabilities for all cases of variables used in δ = 1

as shown in figure 4.8 and rest of the graphical representation of the results in figure B.19

to B.22. The coefficients of variation increased in δ = 2 and 3 but with higher variations

and did not give any particular pattern in δ = 4 and 5.

Figure 4.8: Coefficients of Variation for Skewed Distribution:δ = 1
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4.4 Effect of Number of Variables on QDF

The effect of number of variables on the QDF under the three mentioned distributions are

discussed in the subsections. The table of results used in this section are the same for the

previous section. The graphical representation of the results are shown in figures C.1 to

C.10 of appendix C.

4.4.1 Correlated Normal Distribution

The graphs of the results for sample size ratio 1:1:1 of the situations of 4, 6 and 8 variables

are shown in figure 4.9. It was observed that as the number of variables increased, the

average error rate reduced in the correlated normal distribution. The rate at which it

reduces in δ = 1 for ratio 1:1:1 is better than that of the other δs. For increasing sample

size ratio, as the number of variables increased, the decrease in the average error was

marginal as δ increased.
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Figure 4.9: Average Error Rate for Correlated Normal Distribution:n1 : n2 : n3 = 1 : 1 : 1

The coefficients of variation in this distribution for ratio 1:1:1 in figure 4.10 reveals that

as the number of variables increased the coefficients of variation increased for variables 4,

6 and 8 from δ = 1 to 3 except δ = 4 and 5 in which it reduced. Yet the in the case of 8

variables the variabilities exhibited were higher than the rest in this case. For ratio 1:2:2

the coefficients of variation increased from total sample size of 150 to 2000 and stabilized

for all δs as the number of variables increased except δ = 4 which showed a decline in the

coefficients of variation for the case of 4 and 6 variables. In δ = 5, there was declination

in the coefficients of variation as the number of variables increased. Sample size ratio 1:2:3

gave similar result as ratio 1:2:2
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Figure 4.10:
Coefficient of variation of correlated normal distribution: n1 : n2 : n3 =
1 : 1 : 1

4.4.2 Uncorrelated Normal Distribution

The average error rate for the uncorrelated normal distribution was also looked at and it

revealed that for 1:1:1, in figure 4.11, there was a sharp decline in the average error rate

from total sample size 90 to 180 as the number of variables increase for all δs. It also

revealed that as the number of variables increased the average error rate reduced for all

sample size ratios.

The coefficients of variation in this distribution for ratio 1:1:1 in figure 4.12 showed that

the variabilities increased exponentially for all δs with the exception of δ = 4 and 5 for

which variable 4 declined. In the case of 8 variables, about 9.65% and 11.91% increase
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Figure 4.11:
Average error rates of uncorrelated normal distribution: n1 : n2 : n3 =
1 : 1 : 1

in variations from total sample size of 90 to 180 for all δ = 1 and 2. For δ = 4 and 5,

the coefficients of variation for variables 4 declined from total sample size of 90 to 6000

while variables 6 and 8 increased. For δ = 5, the coefficients of variations for 8 variables

increased from 90 to 750 and declined to 6000. The coefficients of variation in general for

this distribution increased as the number of variables increased.
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Figure 4.12:
Coefficients of Variation for Uncorrelated Normal Distribution:n1 : n2 :
n3 = 1 : 1 : 1
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4.4.3 Skewed (Lognormal) Distribution

The skewed distribution performs differently with increasing number of variables. For

sample size ratio 1:1:1, the average error rates of the variables reduced and curved upward

as the total sample size increased for all δs, as shown in figure 4.13. The average error

rates of sample ratios 1:2:2 and 1:2:3 were different. Their average error rate increased as

the total sample size increased and reduced with increasing number of variable for δ = 1

and 2 . In δ = 3 and 4 of ratios 1:2:2 and 1:2:3, as the number of variables increased the

average error rate dropped from the total sample size of 150 to 300 and increased as the

sample size also increased respectively while that of δ = 5 decreased marginally. In general

the average error rate increased as the number of variables increased with increasing δ.

Figure 4.13: Average error rates of skewed distribution: n1 : n2 : n3 = 1 : 1 : 1

The coefficients of variation in this distribution for ratio 1:1:1 in figure4.14reveals an in-
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crease of variabilities in the individual number of variables as δ from 1 to 4 increased.

The variabilities also decreased as the number of variables increased with sharp increase

in variabilities from total sample size of 90 to 180. The variabilities also increased as the

sample size ratio increased.

Figure 4.14: Coefficients of Variation for Skewed Distribution:n1 : n2 : n3 = 1 : 1 : 1
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4.5 Effect of Group Centroid Separator on QDF

In this section, we present results of our investigation on the effect of the Mahalanobis

distance on QDF for the three distributions. The graphs for these results are shown in

figure 4.15 to D.12 in appendix D.

4.5.1 Correlated Normal Distribution

Considering the correlated normal distribution in figure 4.15, it was observed that with

increasing total sample size, the average error rate reduces as the δ increased and also

reduced as the number of variables increased. It can be observed that there was about

2.37% drop in the average error rate from total sample size 90 to 180 for all δ = 1s in the

case of 8 variables. The average error rate reduced as the total sample size increased for

all sample size ratios with increasing δ.

Looking at the coefficients of variation of sample size ratio 1:1:1 with increasing total sam-

ple size in figure 4.16, uniform behavior of δ was not portrayed. As coefficients of variation

for δ = 5 and 4 were declining, that of the rest of the δs may be increasing or reducing

depending on the particular sample size ratio. In a nutshell, the correlated normal distri-

bution and the uncorrelated normal distribution give similar result with average error rates

and coefficients of variation. Therefore, with increasing δ, δ = 5 gives higher coefficients of

variation.
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Figure 4.15:
Average error rates of correlated normal distribution for δ: n1 : n2 :
n3 = 1 : 1 : 1

Figure 4.16:
Coefficients of Variation for Correlated Normal Distribution:n1 : n2 :
n3 = 1 : 1 : 1
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4.5.2 Uncorrelated Normal Distribution

We also looked the effect group centroid separator of uncorrelated on Quadratic Discrimi-

nant Function. The average error rate of the uncorrelated normal distribution for sample

size ratio 1:1:1 in figure 4.17 revealed that the average error rates of the individual δs reduce

as the sample size increases. There was about 3.19%, 5.09%, 6.81% drop of the average

error rate for δ = 1, variables 4, 6 and 8 respectively. The average error rates of δ = 2

for variables 4 to 6 exhibited about 2.00% 3.99% 6.65% drop in the average error rates.

In general, the average error rates decreased as δ increased irrespective of the number of

variables and sample size ratios.

Figure 4.17:
Average error rates of uncorrelated normal distribution for δ: n1 : n2 :
n3 = 1 : 1 : 1

The coefficient of variation of this distribution of sample size ratio 1 : 1 : 1 in figure 4.18

did not show any uniform pattern in the variabilities as δ increased but in general the as δ
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increased, the variabilities also increased.

Figure 4.18:
Coefficients of Variation for Uncorrelated Normal Distribution:n1 : n2 :
n3 = 1 : 1 : 1

4.5.3 Skewed (Lognormal) Distribution

The average error rate of the skewed distribution for sample size ratio 1 : 1 : 1 in figure

4.19 revealed that the average error rates of the individual δs reduced and increased a little

as the sample size increased except that of δ = which decreased as the total sample size

increased. As the average error rates of δ = 5 reduced with increasing total sample size and

sample size ratio, the rest of them increased with increasing total sample size. Whether

the individual δs increased or reduced, in a nut shell, it is observed that for the average

error rates of δ reduced as the sample size increased.
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Figure 4.19: Average error rates of skewed distribution for δ: n1 : n2 : n3 = 1 : 1 : 1

The coefficients of variation for sample size ratio 1 : 1 : 1 in figure ?? showed that the

variabilities increased exponentially as the total sample size and δ increased. δ = 5 gave

lower variations in the case of 6 and 8 variables. For the rest of the sample size ratios,

δ = 4 and 5 gave coefficients of variation above the rest of the δs with δ = 1 producing

lower coefficient of variations.
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Figure 4.20: Coefficients of Variation for Skewed Distribution:n1 : n2 : n3 = 1 : 1 : 1
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4.6 Comparison of Error Rates of Correlated Normal,

Uncorrelated Normal and Skewed Distribution

We present the discussion on the comparison of error rates Correlated Normal, Uncorrelated

Normal and Skewed Distribution under Quadratic Discriminant Function. We present

graphs of the average error rates of misclassification and coefficient of variation for the

three distributions in figure E.1 to E.12 of appendix F. However, observation made on

sample size ratio 1:1:1 for 4 variable case in figure 4.21 showed the average error rates of

skewed distribution were the highest with correlated normal distribution exhibiting least

average error rates as delta increased with increasing sample size. It can also be observed

that the average error rates of the distributions decreased as δ increased and the difference

between the three distributions was also decreased marginally with increasing δ. For sample

size ratio 1:1:1 of variables 6 and 8, there was 5.09%, 3.99% and 3.28% drop of the average

error rates from total sample size 90 to 180 for δ = 1, 2, and 3 respectively and 6.81%, 6.65%

and 5.65% drop of the average error rates from total sample size 90 to 180 for δ = 1, 2,

and 3 respectively in the uncorrelated normal distribution. In general, for sample size ratio

1:1:1, the average error rate decreased with increasing sample size and δ. To sum it up, as

the average error rates of correlated normal and uncorrelated normal were decreasing, that

of skewed distribution increased with higher average error rate for all number of variables

and sample size ratios used with increasing sample size and δ followed by uncorrelated

normal distribution.
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Figure 4.21:
Average error rates of the three distributions for 4 variables: n1 : n2 :
n3 = 1 : 1 : 1

Figure 4.22:
Average error rates of the three distributions for 6 variables: n1 : n2 :
n3 = 1 : 1 : 1

Looking at figures 4.24 to 4.26, the coefficients of variation for sample size ratio 1 : 1 : 1

variable 4, 6 and 8 showed that the skewed distribution gave higher variabilities for δ = 1
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Figure 4.23:
Average error rates of the three distributions for 8 variables: n1 : n2 :
n3 = 1 : 1 : 1

to 4 and it increased and stabilized with increasing sample size. The variabilities of corre-

lated normal distribution increased as δ increased. In a nutshell, the skewed distribution

exhibited the highest variabilities in all scenarios followed by the uncorrelated normal dis-

tribution.
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Figure 4.24:
Coefficients of variation of the three distributions for 4 variables: n1 :
n2 : n3 = 1 : 1 : 1

Figure 4.25:
Coefficients of variation of the three distributions for 6 variables: n1 :
n2 : n3 = 1 : 1 : 1
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Figure 4.26:
Coefficients of variation of the three distributions for 8 variables: n1 :
n2 : n3 = 1 : 1 : 1
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The coefficient of variation for correlated and uncorrelated normal distributions were lower

as compared with the other distribution with increasing sample size and increases with

increasing δ. Yet correlated normal distribution gives higher variabilities when δ = 5. For

all number of variables, the coefficients of variation for all the three distributions increases

with increasing δ and they give very high variabilities when the sample size ratio is 1 : 2 : 3.

The sample size ratio at which the performance the Quadratic Discriminant Function de-

teriorate was looked at. Figures F.1 to F.6 in appendix F showed how the average error

rates and coefficients of variation of the individual distributions performed with increasing

δ as the sample size increased.

Figure 4.27:
Average Error Rates for individual sample size ratios and distributions
for δ = 1

It can be observed that as the sample size ratio increased the average error rates also

decreased with increased with increasing number of variables as shown in figures 4.27 and
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Figure 4.28:
Average Error Rates for individual sample size ratios and distributions
for δ = 5

4.28. It was observed from figures 4.29 and 4.30 that for δ = 1, the variabilities increased

and the stabilized as the sample size increased for all sample size ratios. The difference

between the variabilities of a particular distribution from 4 variables to 8 variables was not

much. In δ = 5, the variabilities for the correlated normal distributions and that of the

uncorrelated normal distribution for 4 variables decreased and stabilized as the sample size

increased while the rest increased and stabilized for all number of variables of all sample

size ratios. In general, it is observed that the sample sample size ratio 1 : 1 : 1 exhibited

lower variabilities for all cases while sample size ratio 1 : 2 : 3 exhibited high variabilities.

75



Figure 4.29:
Coefficients of Variation for individual sample size ratios and distribu-
tions for δ = 1

Figure 4.30:
Coefficients of Variation for individual sample size ratios and distribu-
tions for δ = 5
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Chapter 5

Conclusion and Recommendations

5.1 Introduction

Summary of our findings from the simulation and some recommendation are made in this

chapter. Below are the sections that cover them.

5.2 Findings and Conclusions

The summary of our Monte Carlo study focussed on the following:

1. The behaviour of the mean error rates and their stability as:

• The number of variables, p increases from 4 to 6 and 8.

• The group centroid separator δ varies from 1 to 5.

• The sample ratios vary from 1:1:1, 1:2:2 to 1:2:3 and varying sample size.

2. A comparison of the results in (1) above for correlated normal, uncorrelated normal

and skewed distributions.
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The following observations were made:

• The average error rates of the skewed distribution decreased as δ increased and also

increased with unequal group prior probability. The coefficients of variation of this

distribution increased up to total sample size of 2500 and 2400 after which it stabilized

as the number of variables increased with increasing δ (from 1 to 3) for sample size

ratios 1:2:2 and 1:2:3 respectively.

• The correlated normal distribution exhibited minimum misclassification error rates

and high variability as the sample size increased asymptotically.

• The performance of the Quadratic Discriminant Function deteriorated when the sam-

ple size ratio was 1:2:3 for all the three distributions as δ increased with increasing

sample size.

• An overview of the results shows that reduction in misclassification error rates is more

pronounced as group centroid separator increases than as sample size increases.

• As the sample size increases (i.e. n1 from 30 to 2000) the average error rate of the

three distributions become almost the same at δ = 5 with little improvement in the

performance by increasing sample size.

• For both correlated and uncorrelated normal distributions the average misclassifica-

tion error rate decreased with increasing number of variables (from 4 to 8) and sample

size ratio.
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• The distributions exhibit increasing variations as δ, number of variable and sample

size ratios increases. The uncorrelated normal distribution exhibited the least vari-

ability in all cases. The results obtained from this study (skewed distribution) is in

conformity with Lachenbruch et al. (1977). According to them if the underlying

distributions are not normal, use of QDF is not necessarily optimal and may in fact

be very bad.

5.3 Recommendations

Based on the findings from our work, the following recommendations are made for Quadratic

Discriminant Function when the training samples are correlated or skewed for three popu-

lation case.

• To use Quadratic Discriminant Function, it is recommended that sample sizes should

be fairly large and the groups well separated.

• To use correlated normal distribution, one has to check the for degree of correlation.

• Sample size ratio 1:1:1 is optimal for all distributions used in the case of coeffi-

cient of variation therefore, one should consider equal prior probabilities when using

Quadratic Discriminant Function.

• Uncorrelated normal distribution should be preferred to correlated (positive) normal

and skewed distributions since it has minimum coefficient of variation.
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Due to minimal availability of the memory of the computer used for this study, we were

restricted to some number of parameters. Therefore, the following recommendations are

put across for further study with the help of much powerful computer:

• Increasing the sample size

• Increasing the group centroid separator (beyond 5)

• increasing number of variables.

The stability of the the error rates can then be well accessed.
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Härdle, W., & Simar, L. (2007). Applied multivariate Statistical Analysis, (Second ed).

New York: Springer, 352

Izenman, A. J. (2008). Modern Multivariate Statistical Techniques: Regression, Classifi-

cation & Manifold Learning (G. Casella, S. Fienberg, & I. Olkin, Eds). New York, USA:

Springer

Johnson, R. A. & Wichern, D.W. (2007). Applied Multivariate Statistical Analysis, (Sixth

ed). NJ: Pearson Education, Inc. 575-621

81



Kakai, G. R. & Pelz, D. R. (2010): Asymptotic Error Rate of Linear, Quadratic and Logistic

Rules in Multi-Group Discriminant Analysis. Int. J. Appl. Stat. Math., 18(10)

Krzanowski, W. J. (1975): Discrimination and Classification Using Both Binary and Con-

tinuous Variables. Journal of the American Statistical Association, 70(352),782-790.

Krzanowski, W. J. (1977). The Performance of Fisher’s Liner Discriminant Function Under

Non-optimal Conditions. Technometrics, 19(2), 191-200.

Krzanowski, W. J. (1997). Assessing Error Rate Estimators: The Leave-One-Out Method

Reconsidered. Australian J.Statist., 39(1), 35-46

Lachenbruch, P. A. (1974). Discriminant Analysis when the Initial Samples are Misclassi-

fied II: Non-random Misclassification Models. Technometrics, 16(3), 419-424.

Lachenbruch, P. A. (1979). Note on Initial Misclassification Effects on the Quadratic

Discriminant Function. Technometrics, 21(1), 129-132

Lachenbruch, P. A., Clarke W., Broffit B., Lin L. (1977). The Effect of Non-Normality

on the Quadratic Discrimination Function. MEDINFO 77, Shives/Wolf. IFEP, North

Holland Publishing Co. 101-104

Lachenbruch, P. A. & Goldstein M. (1979). Discriminant Analysis. Biometrics, 35, 69-85

Lachenbruch, P.A. & Mickey R. (1968). Estimation of Error Rates in Discriminant Analysis.

Technometrics, 10(1), 1-11

Lachenbruch, P. A., Sneeringer, C. and Revo, L. T. (1973). Robustness of the linear and

82



quadratic discriminant functions to certain types of non-normality. Comm. Statist., 1,

39-56.

Lawoko, C. R. O. (1988). Discriminant Analysis with Correlated Training Samples. Bull.

Austral. Math. Soc., 37, 313-315

Mardia, K. V., Kent, J. T., Bibby, J. M. (1995). Multivariate Analysis. Academic Press,

Harcourt Brace and Company, Publishers, 324-325

Marks, S. & Dunn, O.J (1974). Discriminant Functions When Covariance Matrices are

Unequal. Journal of American Statistical Association, 69(346), 555-559.

McLachlan, G. (1992). Discriminant Analysis and Statistical Pattern Recognition. John

Wiley and Sons, Inc.

Murray, G. D. (1977). A Cautionary Note on Selection of Variables in Discriminant Anal-

ysis. Applied Statistic, 26(3), 246-250

Rao, C. R.(1948). The utilization of multiple measurement in problems of biological clas-

sification. Journal of the Royal Statistical Society. Series B (Methodological), 10, 159-193

Roykov, T. & Marcoulides, G. A. (2008). Introduction to Applied Multivariate Analysis.

Taylor and Francis Group, LLC, 332

Smith C. (1947). Some Examples of Discrimination. Annals of Eugenics, 15, 272-282.

Wahl, P. W. & Kronmal, R. A. (1977). Discriminant Functions when Covariance Matrices

are Unequal and Sample Sizes are Moderate. Biometrics, 33, 479-84.

83



Appendix A

Table of Simulation Results
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Appendix B

Graphs for Effect of Sample Size on
Quadratic Discriminant Function

B.1 Graphs of Effect of Sample Size on Correlated

Normal Distribution

Figure B.1: Average Error Rate for Correlated Normal Distribution:δ = 2
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Figure B.2: Average Error Rate for Correlated Normal Distribution:δ = 3

Figure B.3: Average Error Rate for Correlated Normal Distribution:δ = 4
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Figure B.4: Average Error Rate for Correlated Normal Distribution:δ = 5

Figure B.5: Coefficients of Variation for Correlated Normal Distribution:δ = 2
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Figure B.6: Coefficients of Variation for Correlated Normal Distribution:δ = 3

Figure B.7: Coefficients of Variation for Correlated Normal Distribution:δ = 4
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Figure B.8: Coefficients of Variation for Correlated Normal Distribution:δ = 5
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B.2 Graphs of Effect of Sample Size on Uncorrelated

Normal Distribution

Figure B.9: Average Error Rate for Uncorrelated Normal Distribution:δ = 2

Figure B.10: Average Error Rate for Uncorrelated Normal Distribution:δ = 3
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Figure B.11: Average Error Rate for Uncorrelated Normal Distribution:δ = 4

Figure B.12: Average Error Rate for Uncorrelated Normal Distribution:δ = 5
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Figure B.13: Coefficients of Variation for Uncorrelated Normal Distribution:δ = 2

Figure B.14: Coefficients of Variation for Uncorrelated Normal Distribution:δ = 3
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Figure B.15: Coefficients of Variation for Uncorrelated Normal Distribution:δ = 4

Figure B.16: Coefficients of Variation for Uncorrelated Normal Distribution:δ = 5
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B.3 Graphs of Effect of Sample Size on Skewed Dis-

tribution

Figure B.17: Average Error Rate for Skewed Distribution:δ = 4

Figure B.18: Average Error Rate for Skewed Distribution:δ = 5
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Figure B.19: Coefficients of Variation for Skewed Distribution:δ = 2

Figure B.20: Coefficients of Variation for Skewed Distribution:δ = 3
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Figure B.21: Coefficients of Variation for Skew Distribution:δ = 4

Figure B.22: Coefficients of Variation for Skewed Distribution:δ = 5
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Appendix C

Graphs for Effect of Number of
Variables on Quadratic Discriminant

Function

C.1 Graphs of Effect of Number of Variable on Cor-

related Normal Distribution

Figure C.1: Average Error Rate for Correlated Normal Distribution:n1 : n2 : n3 = 1 : 2 : 2
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Figure C.2: Average Error Rate for Correlated Normal Distribution:n1 : n2 : n3 = 1 : 2 : 3

Figure C.3:
Coefficients of Variation for Correlated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 2
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Figure C.4:
Coefficients of Variation for Correlated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 3

117



C.2 Graphs of Effect of Number of Variables on Un-

correlated Normal Distribution

Figure C.5:
Average Error Rate for Uncorrelated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 2
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Figure C.6:
Average Error Rate for Uncorrelated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 3

Figure C.7:
Coefficients of Variation for Uncorrelated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 2
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Figure C.8:
Coefficients of Variation for Uncorrelated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 3
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C.3 Graphs of Effect of Number of Variables on Skewed

Distribution

Figure C.9: Average Error Rate for Skewed Distribution:n1 : n2 : n3 = 1 : 2 : 2

Figure C.10: Average Error Rate for Skewed Distribution:n1 : n2 : n3 = 1 : 2 : 3
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Figure C.11: Coefficients of Variation for Skewed Distribution:n1 : n2 : n3 = 1 : 2 : 2

Figure C.12: Coefficients of Variation for Skewed Distribution:n1 : n2 : n3 = 1 : 2 : 3

122



Appendix D

Graphs for Effect of Group Centroid
Separator on Quadratic Discriminant

Function

D.1 Graphs of Effect of Group Centroid Separator on

Correlated Normal Distribution

Figure D.1: Average Error Rate for Correlated Normal Distribution:n1 : n2 : n3 = 1 : 2 : 2
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Figure D.2:
Average Error Rate for Correlated Normal Distribution:n1 : n2 : n3 ==
1 : 2 : 3

Figure D.3:
Coefficients of Variation for Correlated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 2
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Figure D.4:
Coefficients of Variation for Correlated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 3
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D.2 Graphs of Effect of Group Centroid Separator on

Uncorrelated Normal Distribution

Figure D.5:
Average Error Rate for Uncorrelated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 2
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Figure D.6:
Average Error Rate for Uncorrelated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 3

Figure D.7:
Coefficients of Variation for Uncorrelated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 2
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Figure D.8:
Coefficients of Variation for Uncorrelated Normal Distribution:n1 : n2 :
n3 = 1 : 2 : 3
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D.3 Graphs of Effect of Group Centroid Separator on

Skewed Distribution

Figure D.9: Average Error Rate for Skewed Distribution:n1 : n2 : n3 = 1 : 2 : 2

Figure D.10: Average Error Rate for Skewed Distribution:n1 : n2 : n3 = 1 : 2 : 3
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Figure D.11: Coefficients of Variation for Skewed Distribution:n1 : n2 : n3 = 1 : 2 : 2

Figure D.12: Coefficients of Variation for Skewed Distribution:n1 : n2 : n3 = 1 : 2 : 3
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Appendix E

Graphs of Comparison of Error Rates
of the Three Distributions

E.1 Graphs of Comparison of Error Rates of the Three

Distributions for Sample Size Ratio n1 : n2 : n3 =

1 : 2 : 2

Figure E.1:
Average error rates of the three distributions for 4 variables: n1 : n2 :
n3 = 1 : 2 : 2
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Figure E.2:
Average error rates of the three distributions for 6 variables: n1 : n2 :
n3 = 1 : 2 : 2

Figure E.3:
Average error rates of the three distributions for 8 variables: n1 : n2 :
n3 = 1 : 2 : 2
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Figure E.4:
Coefficients of Variation of the three distributions for 4 variables: n1 :
n2 : n3 = 1 : 2 : 2

Figure E.5:
Coefficients of Variation of the three distributions for 6 variables: n1 :
n2 : n3 = 1 : 2 : 2
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Figure E.6:
Coefficients of Variation of the three distributions for 8 variables: n1 :
n2 : n3 = 1 : 2 : 2
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E.2 Graphs of Comparison of Error Rates of the Three

Distributions for Sample Size Ratio n1 : n2 : n3 =

1 : 2 : 3

Figure E.7:
Average error rates of the three distributions for 4 variables: n1 : n2 :
n3 = 1 : 2 : 3
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Figure E.8:
Average error rates of the three distributions for 6 variables: n1 : n2 :
n3 = 1 : 2 : 3

Figure E.9:
Average error rates of the three distributions for 8 variables: n1 : n2 :
n3 = 1 : 2 : 3
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Figure E.10:
Coefficients of Variation of the three distributions for 4 variables: n1 :
n2 : n3 = 1 : 2 : 3

Figure E.11:
Coefficients of Variation of the three distributions for 6 variables: n1 :
n2 : n3 = 1 : 2 : 3
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Figure E.12:
Coefficients of Variation of the three distributions for 8 variables: n1 :
n2 : n3 = 1 : 2 : 3
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Appendix F

Graphs of Comparison of Error Rates
and Coefficients of Variation of the
Three Distributions (Sample Size

Ratio)

Figure F.1:
Average Error Rates for individual sample size ratios and distributions
for δ = 2
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Figure F.2:
Average Error Rates for individual sample size ratios and distributions
for δ = 3

Figure F.3:
Average Error Rates for individual sample size ratios and distributions
for δ = 4
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Figure F.4:
Coefficients of Variation for individual sample size ratios and distribu-
tions for δ = 2

Figure F.5:
Coefficients of Variation for individual sample size ratios and distribu-
tions for δ = 3

141



Figure F.6:
Coefficients of Variation for individual sample size ratios and distribu-
tions for δ = 4

142


	Declaration
	Acknowledgements
	Abstract
	Table of Contents
	List of Tables
	List of Figures
	List of Abbreviations
	1 Introduction
	1.1 Background of The Study
	1.2 Problem Statement
	1.3 Objectives
	1.3.1 Specific Objective

	1.4 Methodology
	1.5 Justification of Problem
	1.6 Organization of the Thesis

	2 Literature Review
	2.1 Selection of Variables in DA
	2.2 Unequal Covariance Matrices
	2.3 DA Under Non-optimal Condition
	2.4 Evaluation of the Quadratic Classifier
	2.5 Effect of Initial Misclassification on QDF
	2.6 DA with Correlated Training Samples
	2.7 Non-Normality
	2.8 Error Rates

	3 Methodology
	3.1 Concept of Discrimination and Classification
	3.2 Discrimination and Classification of Two Population
	3.3 Likelihood Ratio Discriminant Rule
	3.4 Prior Probability
	3.5 Cost of Misclassification
	3.6 Total Probability of Misclassification
	3.7 Bayes' Classification Rule
	3.8 Distance Based Classification
	3.9 The Quadratic Classifier(1=2)
	3.10 Inferential Procedures In Discriminant Analysis
	3.10.1 Test for H0:1=2 When 1=2 Using Hotelling's T2-Test
	3.10.2 Wilks's Likelihood Ratio Test
	3.10.3 Box's M-Test

	3.11 Classification into Several Populations
	3.12 Minimum ECM Classification with Equal Misclassification Cost
	3.13 Minimum TPM Rule for Unequal-Covariance Normal Populations
	3.14 Heteroscedastic Normal Model
	3.15 Monte Carlo Studies
	3.16 Simulation Design
	3.16.1 Subroutine for QDF
	3.16.1.1 Data Simulation
	3.16.1.2 Discrimination Procedure



	4 Simulation Results and Discussion
	4.1 Introduction
	4.2 Discussion of Simulated Results
	4.3 Effect of Sample Size on QDF 
	4.3.1 Correlated Normal Distribution
	4.3.2 Uncorrelated Normal Distribution
	4.3.3 Skewed (Lognormal) Distribution

	4.4 Effect of Number of Variables on QDF
	4.4.1 Correlated Normal Distribution
	4.4.2 Uncorrelated Normal Distribution
	4.4.3 Skewed (Lognormal) Distribution

	4.5 Effect of Group Centroid Separator on QDF
	4.5.1 Correlated Normal Distribution
	4.5.2 Uncorrelated Normal Distribution
	4.5.3 Skewed (Lognormal) Distribution

	4.6 Comparison of Error Rates of Correlated Normal, Uncorrelated Normal and Skewed Distribution

	5 Conclusion and Recommendations
	5.1 Introduction
	5.2 Findings and Conclusions
	5.3 Recommendations

	Appendices
	A Table of Simulation Results
	B Graphs for Effect of Sample Size on Quadratic Discriminant Function
	B.1 Graphs of Effect of Sample Size on Correlated Normal Distribution
	B.2 Graphs of Effect of Sample Size on Uncorrelated Normal Distribution
	B.3 Graphs of Effect of Sample Size on Skewed Distribution

	C Graphs for Effect of Number of Variables on Quadratic Discriminant Function
	C.1 Graphs of Effect of Number of Variable on Correlated Normal Distribution
	C.2 Graphs of Effect of Number of Variables on Uncorrelated Normal Distribution
	C.3 Graphs of Effect of Number of Variables on Skewed Distribution

	D Graphs for Effect of Group Centroid Separator on Quadratic Discriminant Function
	D.1 Graphs of Effect of Group Centroid Separator on Correlated Normal Distribution
	D.2 Graphs of Effect of Group Centroid Separator on Uncorrelated Normal Distribution
	D.3 Graphs of Effect of Group Centroid Separator on Skewed Distribution

	E Graphs of Comparison of Error Rates of the Three Distributions
	E.1 Graphs of Comparison of Error Rates of the Three Distributions for Sample Size Ratio n1:n2:n3=1:2:2
	E.2 Graphs of Comparison of Error Rates of the Three Distributions for Sample Size Ratio n1:n2:n3=1:2:3

	F Graphs of Comparison of Error Rates and Coefficients of Variation of the Three Distributions (Sample Size Ratio)

