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ABSTRACT
The use of educational related data is often beiaéfn data mining applications and it has proten
be useful to both decision-making processes andotbmotion of social goals. Most developing
nations are concentrating on ways to use Informadgstems as platforms to champion their national
development agenda in all areas of their econongjuding education. Despite the high percentage
of trained teachers in the public basic schoolsults from the West African Examinations Council
(WAEC) indicates that public basic schools fare reooin the Basic Education Certificate
Examination (BECE) than their private basic sch@olgnterparts. This thesis focuses on using socio-
economic variables to develop a data mining cleesgibn model that can be used to identify students
from poor socio-economic backgrounds and help imptbeir performance before writing the Basic
Education Certificate Examination. The populationthis study comprised of 800 junior high school
students whilst a convenient sample of 200 studamsised for this study. The CRISP-DM (Cross-
Industry Standard Process for Data Mining) is uasda solid framework for guiding the project
because of itson-proprietary and neutral background. Three papalgorithms are discussed and
the C4.5 algorithm is chosen as the preferred algorbecause of its level of accuracy on unseen
data. These algorithms are Naive Bayes, ID3 an&.Gshe C4.5 algorithm is used to analyze the
training set and build a classifier that is useddoectly classify both the training and test epées.
A standard machine learning technique is used &byae the training data and test the accuracy of
the hypothesis in predicting the categorizatiorun$een examples with the test data. This testing
process is further boosted by deploying the usgbe@ROC graph to aid in visualization. This graph i
used to present a graphical presentation of tfaioekhip between sensitivity and specificity aad t
decide on the models optimality through the deteation of the best threshold for the classifier.
Sensitivity, Specificity and Accuracy are used teasure the correctness of the model by calculating
for the True and False Positives and Negatives €Tlyand Type Il error). The model achieved an
accuracy rate of 74%, a recall (R) of 73%, speityfiof 75% and a precision of 80%. This study has
demonstrated the practicality and feasibility aissifying student academic performance based on

the selected socio-economic variables.
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CHAPTER ONE

INTRODUCTION
1.1 Background to the study
There is tremendous pressure on educational itistitl to provide up-to-date information on
institutional effectiveness (Romero & Ventura, 2P1dnstitutions are also increasingly held
accountable for student success (Campbell & Obtin2@07). One very important response to this
pressure is finding new ways to apply analytical data mining methods to educationally related.data
Data mining techniques provide a promising toobialyze these factors because they are used to
discover hidden patterns and relationships that Ioeglyelpful in decision making. Every child has the
capability to be successful in school and in li& far too many children fail to meet their potahti
Being able to classify students based on the semamomic challenges they face is an importantistep
child development in any educational system. Teaglsehool administrators and parents have always
wanted to know how their students are doing indlassroom. Recently, interest in tracking student
learning has grown dramatically due to increasephamsis on accountability in educational settings. |
Ghana, performance remain a problem especiallyhatpublic basic schools level where poor
performance deprive the country of the much neededated youth prepared for work and for further
education and training. A lot of money is spenieducation but this does not reflect positivelyha t
kind of students that come out of the public basicools. Ghana is a developing country therefore
financial resources are scarce to come by dueettatit that other sectors of the economy are cgaan
have a share of the national cake. There shoutéftive be significant improvement in the quality of
students that come out of our pubic basic schoath g/ear. Socio-economic factors have always
played a significant role in the success of chiidire public funded schools. A person’s education is
closely linked to their life chances, income, anellsbeing (Battle and Lewis, 2002). It is therefore
important to have a clear understanding of whatehsnor hinders one’s educational attainment.
(Graetz, 1995) carried out a study on social armh@mic status in educational research and policy
formulation and found out that, social and econoafallenges remain one of the major sources of
educational inequality and add that one’s educatiuccess depends very strongly on the
socio-economic status of one’s parents. (Considimk Zappala, 2002) agree with (Graetz, 1995) in
their study on the influence of social and econoahiallenges in the academic evaluation of school
students in Australia found that families where plaeents are high on the educational, economic and

social ladder foster a higher level of achievemertheir children. They also found that these ptren
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provide a higher degree of psychological supparttieir children through processes that encourage
the development of the necessary skills to be sstekat school. There are other topical areasaieat
most commonly linked to a student’s academic peréorce. These include family size, parent’s
educational background, parent’s employment staargnt’s marital status, family income, teacher’
punctuality, availability of learning resourcesadber motivation, size of classroom etc. all these
factors are important influences on student perémce and have been shown to affect examination
grades. In addition environmental factors suclched size, neighborhood, and relationships between
teachers and students also influence examinatiadegr(Crosnoe, et al., 2004). Research has also
found that socio-economic status, parental invoketnand family size are particularly important
family factors (Majorbanks, 1996). According to tBaana Education Service (GES) basic education
policy-framework, basic school education shouldvfate the opportunity for students to discover their
interests, abilities, aptitudes and other potesitidlshould introduce students to basic scienéfid
technical knowledge and skills and prepare thenfuitner academic work and acquisition of technical
and vocational skills at the senior high/technisahool level. Therefore, a major priority now is
improving quality and student learning outcomese @rajor way this can be achieved is by analyzing
the effect of socio-economic challenges on studexttademic performance and using the patterns
identified to help stakeholders formulate policileat will enable students in the public basic s¢hoo
compete favorably with their counterparts in thigte basic schools.

1.1.1 Why Data mining

Data mining, also known as Knowledge Discovery iatdbase, refers to extracting or “mining"”
knowledge from large amounts of data. Organizatimnge a challenge of sifting through all of that
information, and need solutions to do so. Data mgrdan assist organizations with uncovering useful
information in order to guide decision-making Kirenal., (2012). Data mining is a series of toald a
techniques for uncovering hidden patterns andioglships among data (Dunham, 2003). It can be
used in educational field to enhance our undergtgnaf learning process to focus on identifying,
extracting and evaluating variables related tol¢laening process of students Alaa el-Halees, (2009)
While data mining and knowledge discovery in dasabare frequently treated as synonyms, data
mining is actually part of the knowledge discoverpcess. Various algorithms and techniques like
Classification, Clustering, Regression, Artificialtelligence, Neural Networks, Association Rules,
Decision Trees, Genetic Algorithm and Nearest Neaglmethod are used for knowledge discovery

from databases. Data mining has been applied sriaty of industries, government, military, retail,
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and banking but has received much attention in &thutal contexts (Ranjan & Malik, 2007). Mining
in educational environment is referred to as Edanat Data Mining (EDM). EDM is a field of study
that analyzes and applies data mining to solve adhrally-related problems. Applying data mining
this way can help researchers and practitionersodes new ways to uncover patterns and trends
within large amounts of educational data. The pgead# data mining uses machine learning, statjstics
and visualization techniques to discover and pitdsemwledge in a form that is easily comprehensible
One major objective of the data mining processr&igtion. That is, to predict unknown or future
values of the attributes of interest using oth#itattes in the databases, while describing tha oaa
manner understandable and interpretable to huntdassification is one of the most useful predictive
data mining techniques used with educational legrbecause it maps data into predefined groups of
classes.

1.2 Supervised learning (classification)

Supervised methods are methods that attempt t@wlsdhe relationship between input attributes
(independent variables) and a target attributegdéent variable). We have a training set of example
with labels, and a test set of examples with unkmtalels. The whole point is to make predictions fo
the test examples, (Elkan, 2012). Decision treerélgns represent supervised learning, and as such
require preclassified target variables. A trairifaga set must be supplied which provides the dlyari
with the values of the target variable, (Larose€)20 The relationship discovered is representedl in
structure referred to as a model, (Maimon & Rok&®05). In data mining, models describe and
explain phenomena, which are hidden in the dat@seétcan be used for predicting the value of the
target attribute knowing the values of the inputifadtes, (Maimon & Rokach, 2005). This training
data set should be rich and varied, providing tgerghm with a healthy cross section of the typés
records for which classification may be neededheftiture. Larose (2005). The target attributeseas
must be discrete. One cannot apply decision trag/sis to a continuous target variable. Rather, the
target variable must take on values that are gleBmnarcated as either belonging to a particubs<cl

or not belonging, Larose (2005). According to EIKa612), a common rule of thumb is to use 70% of
the database for training and 30% for testing. ¥u@ining algorithm looks for patterns in the traig
data, i.e. correlations between the features amdldss. However in research, there is the neatsto
measure the performance achieved by a learningitdgoand to do this, we use a test set consisting

examples with known labels. We train the classibieithe training set, apply it to the test set, tah
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measure performance by comparing the predictedslabigh the true labels, Elkan (2012). Only
accuracy measured on an independent test setisesfimate of accuracy on the whole population.
1.3 Statement of the problem

The Basic Education Certificate Examination is austered by the West African Examinations
Council in Ghana. To qualify for the examinationstadent should have completed three years of
pre-school education, six years of primary educasind three years of Junior high school. Since the
inception of this examination in 1990 the perforwanf candidates from the public basic schools has
not been encouraging despite the fact that thewg laligh percentage of trained teachers in Ghana.
Literatures from other researchers have suggektgddocio-economic challenges remain one of the
factors of poor academic performance. For the mepof this research, the focus is to developa dat
mining classification model to classify studenttsdemic performance based on these socio-economic
challenges. This model can then help predict thiipaance of other children with similar challenges
thereby enabling school authorities to come up wilices that will help such students perform bette
in the Basic Education Certificate Examination. ésory look at the table below shows that the
number of trained teachers in the public primaryosts far exceeded those in the private primary
schools. “The percentage of trained teachers ifigjumior high schools in the 2011/2012 academic
year is 82.9%, when compared to the 2010/2011 dignir 78.4%. In private junior high schools
however, the percentage of trained teachers isTth%, when compared to the 2010/2011 figure of
20.3%". (Statistics, Research, Information Managenaaed Public Relations (SRIMPR, 2012 p. 20)

Table 1.1 percentage of trained teachers in thefiand public basic schools.

Type of education % of trained teachers
201VI011 201172012

Public 78.4 829

Private 20.3 19.8

1.3.1 Performance Analysis

The tables below show the performance indicatopubfic and private basic schools in the Ablekuma
west constituency of the Greater Accra region fra@i1 to 2013. 10 public basic schools and 10
private basic schools were selected to be the septatives of this analysis. The analysis comprged
five core subjects, English, Social studies, RME&tihMmatics, Science and one elective subject (ICT)
and the number of aggregate one’s (1) attainedumests of both public and private schools and the

corresponding percentage margins. (WAEC, Accra).
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Table 1.2 Percentage margins of students with gatgeone (1) in 2011

[English Social ligious Integrated
Language| %o [Studies| % |[andmoral| % |Mathematics| % |Science % ICT | %
education
No of
.Emdefnts 439 205 | 217 89.7| 207 9263 279 87.7| 329 892 308 | 99.7
in Private
schools with
aggregate. 1
No of
students
in Public
schools with 46 2.5 25 1103 8 3.7 39 12.3 40 10.8 1 0.3
aggregate. 1
Total 485 100 | 242 |100 215 100 318 100 | 369 100 309 | 100
Table 1.3 Percentage margins of students with ggégeone (1) in 2012
ISocial [Religious Integrated
IStudies| % |andmoral| % |[Mathematics| %o |Science %% ICT %o
leducation

Noof
m'i"“_“ 486 955 | 262 89.4 176 86.7 355 93.4 341 96.9 235 979
in Private
schools with
aggregate. 1
Noof
students
in Public
schools with 23 4.5 31 |10s8 27 133 25 6.6 11 31 5 2.1
aggregate, 1
Total 509 100 | 293 |100 203 100 380 100 252 100 240 | 100

[Social ligious Integrated
[Studies| %o nd moral| % [Mathematics| % |Science %0 ICT %o
education
No of
students 338 88.3 | 283 93.1 251 96.3 278 95.4 308 839 183 995
in Private
schools with
aggregate. 1
Noof
students
in Public
schools with 45 11.7 21 6.9 12 3.7 64 4.6 59 16.1 1 0.5
aggregate. 1
Total 383 100 304 |100 263 100 342 100 367 100 184 100

From the statistics provided, it is quite evident thia¢ performance of the public basic schools ig

discouraging compared to the private basic sch
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1.4 Justification

It is anticipated that the findings and recommeioaiatof this study would go a long way in genemtin
the much needed information that would help pulllasic schools reform by identifying the
weaknesses that exist in their schools and workdasssly to resolve them. The accuracy in
performance evaluation has the benefit of makipgjaation much more feasible for schools because
once a construct of educational interest has begirieally defined in data; it can be transferred t
new data sets. By collecting and analyzing sdierdiata about these important topics in education,
this research can establish the best practicessthetiers, students, parents, counselors, adraiioisy
and government can use to improve learning outcanesboost performance. It will also enable
public basic schools reduce the complexity of comajeon involved with the student academic
evaluation process while maintaining high predict@acuracy.

This study will enable educational institutionsleot students’ academic performance classification
data for future educational research purposes @rr@ase opportunities to examine and understand
factors that can positively or negatively affectcnools’ progress. By making available to teachers
information previously obtained through hard copthss study can increase teacher’s familiarityhwit
students and help inform classroom practice. It aldo enable school authorities to streamline the
educational process by offering proper counselrgfudents and parents thereby ensuring that garent
who have gone through the counseling process sefatorities such that the socio-economic nedds o
their children will be their topmost priority. Thugh this study, the Ghana education service can
monitor and compare progress in implementing educaians among public basic schools and enable
school authorities manage classroom processesdiegaio Ghana Education Service procedures.
Lastly, the study is expected to add to the exgstindy of knowledge and act as a stepping-stone for
later researchers in similar studies. It would aieip future researchers who have the interest of
improving the teaching and learning processes ipbasic schools across Ghana.

1.5 Project Aim

This study seeks to use data mining to developaasification model based on socio-economic
variables to predict the academic performanceufesits in public basic schools.

1.6 Specific Objectives

The interdependency of the following research dbhjes will be used in developing the academic

performance classification model.
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To use size of family as a socio-economic varidblelassify the academic performance of
students in public basic schools.

To use parents’ education level as a socio-econorar@able to classify the academic
performance of students in public basic schools.

To use parents’ employment status as a socio-edoneaniable to classify the academic
performance of students in public basic schools.

To use parents’ marital status as a socio-econoraitable to classify the academic

performance of students in public basic schools.

To use family monthly income as a socio-economiciabde to classify the academic

performance of students in public basic schools.

1.7 Research Questions

For the purpose of this study, the following resbajuestions have been formulated to help deveiop a

accurate academic performance classification model.

Will the model be able to correctly classify stutdemacademic performance using their family
size as a socio-economic variable?

Will the model be able to correctly classify studeacademic performance using their parents’
education level as a socio-economic variable?

Will the model be able to correctly classify stutdeacademic performance using their parents’
employment status as a socio-economic variable?

Will the model be able to correctly classify stutdeacademic performance using their parents’
marital status as a socio-economic variable?

Will the model be able to correctly classify stutiemacademic performance using their family

monthly income as a socio-economic variable?

1.8 Project Scope

Geographically, the study covered the Ablekuma veeststituency of the Greater Accra region,

Ghana. The boundary of this study focused on ceaspects of socio-economic factors which among

others included family size, parent’s educatioreleparent’'s employment status, parent’s marital

status and family income. These factors were chémethe study because a considerable amount of

research has been conducted on them by other casesfrom other continents and | intend to do same

using the Ghanaian environment. The respondenkeistudy are students of the selected public basic
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schools. | did not have outmost control over thdigipants or the teachers who administered the
guestionnaire to the students neither did | haverobover student’s absence when the questionnaire
were administered. This limitation might reduce shenple of the study. It was not possible to inelud
final year students since they are on the vergeriting their final exams and will not find the @aime

of this study beneficial. The data from the quesiaire was obtained at a certain specific poitinne;

a parents socio-economic standing may have beerouwag due to several factors. The researcher
therefore has no control over such issues.

1.8.1 Assumptions

The major assumption made in this research isé@sgiondents answered the questionnaires truthfully
and that they fully understood what the questiornagquired of them. The participants of this study
are volunteers and may withdraw from the studyngttane and with no ramifications. | also assume
that the questionnaire accurately captured thenmition needed to undertake this study successfully
This research represents a sample of public belsao$students from the Ablekuma west constituency
of the Greater Accra region; | assume that thigsaums representative of the population | wish ke
inferences to.

1.9 Beneficiaries

» The direct beneficiaries of this study are studetetchers and school administrators who can
predict the performance trends of students front pocio-economic backgrounds and come up
with policies to address those challenges.

* This study will enable the Ghana Education Sertaceome up with policies that will address
the challenges of students from poor socio-econdarglies in order for them to compete
favorably with their counterparts in the privatesigaschools.

* The Ministry of Education (MOE) will benefit fronhis study by adopting the application of
technology in the student academic performanceuatiah process.

» This study will make it expedient for the Minist§education to easily and efficiently classify
student performance trends in public basic schools.

1.10 Structure of the Thesis

Chapter 1 looks at the background to the studyptbblem statement, motivation, project aim and
objectives, research guestions, scope and bene&iadhapter 2 reviews related works on the test
variables, theoretical framework for the acadenmecfggmance classification model and research

hypotheses in data mining. Chapter 3 presents #thadology used in this study and it looks at the
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study population and sample size, the samplingiigale, research instruments, research design, data
collection, demographic relationships and studyiakdes, reliability and validity, measurement
procedures, likert scale, data interpretation tfaming and test set, CRISP-DM (Cross-Industry
Standard Process for Data Mining) and ethical Glaration. Chapter 4 focuses on model
development and evaluation processes this incltltegoncept of information theory, entropy and
information gain, data modeling (classificationdgcision rule extraction, confidence and support,
decision rule coverage and measures of classditasuccess. Chapter 5 looks at, summary,

conclusions and recommendations.
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CHAPTER TWO

REVIEW OF RELATED LITERATURE
2.0 Introduction
In order to more easily discuss the current sthtpeducation system in relation to educatiorshd
mining, it is useful to first look at the historlyat has brought educational research and data gninin
technologies together. Educational data mining (BD81an emerging discipline that focuses on
applying data mining tools and techniques to edocally related data (Baker &Yacef, 2009).
Researchers within EDM focus on topics ranging fresimg data mining to improve institutional
effectiveness to applying data mining in improvetgdent learning processes. This chapter reviesvs th
background of educational data mining, applicabbulata mining in educational research, effective
use of school data and the socio-economic factbysoor student performance. In this way, it is
possible to highlight the important contributiomslgrovide a starting point for my research.
2.1 Background to educational data mining
Applying data mining in educational research is@nt research area, there have been lots of cbsear
conducted in this area because of its potentiatdocational institutions. Romero and Ventura,
conducted a survey on educational data mining Etvi®©95 and 2005. They came to the conclusion
that educational data mining is a promising are@séarch that has specific requirements not faund
other research areas. Educational data mining (EB&d)several definitions, Campbell and Oblinger
(2007) defined academic analytics as the use t§stal techniques and data mining in ways thalt wi
help faculty and advisors become more proactivedentifying at-risk students and responding
accordingly. Academic analytics is considered aslafield of EDM and it focuses on processes that
occur at the primary, basic, secondary and unigelsvel. One of the biggest unresolved challenges
facing the basic education system in Ghana is lwomdke significant improvements in the learning
achievements of students from all backgroundsldewatls of schooling (Donge, 2003). Baker and
Yacef (2009) also defined EDM as an emerging dis@ghat is concerned with developing methods
for exploring the unique types of data that consenfleducational institutions, and using those method
to better understand students, and the settinggwthey learn in (Baker &Yacef, 2009). Data mining
is not mentioned in this definition and this leadiser researchers to explore and come up with other

analytical methods that can be applied to EDM. Btlonal data mining is therefore a broader term
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that looks at any type of data used in educatimsaitutions. The boundaries of EDM include ardwes t
affect students life’s directly. EDM also looksaher processes like student admissions, academic
performance and teacher effectiveness. Accordingrtamuah-Mensah, (1997).teacher education
plays a crucial role in empowering a group of pedpl assist the greater majority of individuals to
adapt to the rapidly changing social, economic@uitiral environment to ensure the development of
human capital required for the economic and sapm@ith of societies’. Data mining techniques such
as multivariate statistics, association rule miramgl classification are also key techniques appbed
educationally related data (Calders & PecheniZk,2). These data mining tasks are simply methods
for conducting exploratory analysis that can beldse effective institutional learning. These tasks

be used for modeling individual student differenard provide a way to respond to those differences
thereby improving student learning (Corbett, 20@)an et al. (2002) discussed how important i is t
have meaningful information available for decisimakers within educational institutions. It is alsay
difficult to get the information that decision magkeneed to quickly and efficiently make informed
decisions. EDM can also adopt ideas from Orgarmmati Data Mining (ODM) which focuses on
assisting organizations with sustaining competitdyantage (Nemati & Barko, 2004). The main
difference between DM and ODM is that ODM reliesonganizational theory as a reference discipline
(Nemati & Barko, 2004). Organizations and instias that process their data into useful information
gain huge benefits such as enhanced decision-makiegeased competitiveness, and potential
financial gains (Nemati & Barko, 2004). EDM can réfere draw upon some of the strengths of
organizational theory. Qualitative techniques sashdocument analysis and interviews are used to
support research work in EDM but the dominant reseparadigm is quantitative, where results come
in the form of predictions, clusters, classificagoor associations. Data mining employs statistics,
machine learning, and artificial intelligence teicjues and this is why research conducted in EDM
mainly focuses on quantitative analyses.

2.2 Application of data mining in educational reseech

There are many tasks that can be accomplisheducaédnal institutions by applying data mining
techniques. Baker (2009, 2010) suggested four kegsaof application for EDM: improving student
models, improving domain models, studying the pedaml support provided by learning software

and scientific research into learning and learn&esording to Nsiah-Gyabaah (2009), ‘there has neve
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really been any argument over the link between atitue and development because education helps to
build national capacity to apply science and tetdgyto social and economic problems’. Education is
a fundamental human right and it is necessarydaioseconomic development of society. It is a means
to the fulfilment of an individual and the transtérvalues from one generation to the next. Casited
(2007) suggested the following EDM tasks: applmadi dealing with the assessment of the student’s
learning performance, applications that providerseadaptation and learning recommendations based
on the student’s learning behavior and applicatibas involve feedback to both teacher and students
in e-learning courses. Several studies have amlgzelent performance in educational institutions.
These studies have mainly focused on classifyindesits into two categories — either pass or faiafo
given course. In a representative study, Kotsiaetial. (2003) used multiple machine learning
techniques to classify university students intopdigds and non-dropouts. The study shows that it is
possible to classify the dropout-prone students usyng only students’ demographic data.
Minaei-Bidgoli et al. (2003) conducted a similandy where they tried to predict the final test g=d
for students enrolled in a web-based course. sdtidy, three different classifications for thedeints'
results were used: dividing results into two claggass and fail), three classes (high, middid@anyl

or into 9 classes, according to their grade. Séleaaning algorithms were compared: decision trees
neural networks, naive Bayes, logistic regresssopport vector machines, and k-Nearest Neighbors
with feature weights adjusted by a genetic algoritifhe most applied Data Mining tasks are
classification, association rule mining, regressama clustering because they yield new insight by
uncovering patterns and relationships that they f@dpreviously noticed or considered. The most
used DM techniques by several researchers are iaayastworks which model uncertainty by
explicitly representing the conditional dependesc@nong various components, thus providing a
graphical visualization of the dependency relatgos among the components, neural networks which
is a powerful technique for representing compléatienships between inputs and outputs and decision
trees which play well with other modeling approacisech as regression and can be used to select
inputs or create dummy variables representing acten effects for regression equations. For
example, Neville (1999) explains how to use decigiees to create stratified regression models by
selecting different slices of the data population ih-depth regression modeling El-Halees (2008)

undertook a case study that used educational datagrto analyze students’ learning behavior. The
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aim of his study was to show how useful data mirgag be used in education to improve students’
performance. He used students’ data from a databade up of personal and academic records, course
records and data from an e-learning system. Heapgphied data mining techniques to discover many
kinds of knowledge such as classification rulesgisiecision tree and association rules. Al-Radaideh
et al. (2006) applied classification to help in noygng the quality of teaching and learning by
evaluating student data to discover the main aited that may affect student performance in
examinations. They also applied a decision treeaiodoredict the final grade of students who sddi
the C++ course in Yarmouk University, Jordan inybar 2005. Three different classification methods
namely ID3, C4.5, and the Naive Bayes were usedtlamdesults indicated that the Decision Tree
model had better prediction than other models. @aaaand Pal (2011) also applied classificatioa as
data mining technique to evaluate the performamctudents. They used the decision tree method to
conduct the classification. The main aim of theseaarch was to extract knowledge that best describe
the students’ performance in examinations. Thegcsetl 300 students from 5 different degree
colleges. Using Bayesian classification method pttribute, it was found that the factors likary
location, medium of teaching, mother’s qualificatitamily annual income and student’s family status
were highly correlated with student academic pentorce. Their study helped in identifying students
who needed attention and enabled the teachersvtaprthe necessary counseling and advice. Quality
teachers and quality teaching are some of the mgmirtant determinants of a good education. The
success of students in education and the progfdabe mation will depend on quality teaching which
ensures the development of the innate capacitiefi sfudents. (GOG, 2002). Shannaqg et al. (2010)
used classification as data mining tool to pretihe numbers of students enrolled in a school by
evaluating their academic records to discover therfactors that may affect their loyalty. Chandra
and Nandhini (2010) applied association rule basestudents’ failed courses to identify their feglu
patterns. Their research was to identify hiddeati@hship between the failed courses and come up
with reasons for the failure so as to help imprthe performance of poor performing students. The
association rules extracted revealed some hiddgerps of students’ failure and this could helpgol
makers in the education sector make informed palagisions to help address that challenge. Ayesha
et al. (2010) also applied k-means clustering dligor as a data mining tool to predict students’

learning activities that include assignments andlfexamination.
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2.2.1 Data mining algorithms

2.2.1.11D3

In decision tree learning, ID3 (lterative Dichot@ei 3) is an algorithm invented by Ross Quinlan in
(1986) to generate a decision tree from datadessid typically used in machine learning and ndtura
language processing domains. It constructs thesideciree by employing a top-down, greedy search
through the given sets of training data to teshedtribute at every node. It measures how weivarg
attribute separates the training examples accorthntheir target classification. It uses statidtica
property call information gain to select which iitite to test at each node in the tree. Once adree
built, it is applied to each tuple in the databaseé results in classification for that tuple. Tlasib idea

is that all examples are mapped to different categaccording to different values of the condition
attribute set; its core is to determine the bestsification attribute from the sets. Usually thelzute
that has the highest information gain is selectetha splitting attribute of the current node. Th8
algorithm had some challenges which were addrelgdfloss Quinlan with the introduction of the
C4.5 algorithm.

2.2.1.2C4.5

The C4.5 algorithm is Quinlan’s extension of hisoo®3 algorithm for generating decision trees. The
C4.5 algorithm recursively visits each decision@agklecting the optimal split, until no furthetitsp
are possible and it is not restricted to binarytsplLarose (2005). For categorical attributes, 503y
default produces a separate branch for each vdlulkeeocategorical attribute. Being a supervised
learning algorithm, it requires a set of trainin@mples and each example can be seen as a pai: inp
object and a desired output value (class). Therigtgo analyzes the training set and builds a d&ssi
that must be able to correctly classify both tragnand test examples, Larose (2005). A test exaisple
an input object and the algorithm must predict atpot value. The classifier used by C4.5 is a deais
tree and this tree is built from root to leavesuses the concept of information gain or entropy
reduction to select the optimal split. It is a wiallown algorithm used to generate a decision @medst

is also an extension of the ID3 algorithm used vercome its disadvantages. The decision trees
generated by the C4.5 algorithm can be used fesitieation, and for this reason, C4.5 is alsorref#

to as a statistical classifier. The C4.5 algorittmade a number of changes to improve ID3 algorithm.

Some of these are:
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* Handling training data with missing values of dtfities

* Handling differing cost attributes

* Pruning the decision tree after its creation

e Handling attributes with discrete and continuousies
2.2.1.3 Naive Bayes
The Naive Bayes algorithm (NB) can be used for bmtiary and multiclass classification problems.
Naive Bayes algorithm builds and scores modelsemety rapidly; it scales linearly in the number of
predictors and rows. Naive Bayes algorithm makesliptions using Bayes' Theorem which derives
the probability of a prediction from the underlyiegidence. Bayes' Theorem states that the probabili
of event A occurring given that event B has ocali(fA|B)) is proportional to the probability ofesut
B occurring given that event A has occurred mukiblby the probability of event A occurring
((P(BJA)P(A)).Naive Bayesian classifiers assume thare are no dependencies amongst attributes.
This assumption is called class conditional indeleace. It is made to simplify the computations
involved and, hence is called "naive". This classifs also called idiot Bayes, simple Bayes, or
independent Bayes. Some advantages of Naive Bages a

» Ituses a very intuitive technique. Bayes classfianlike neural networks, do not have several

free parameters that must be set. This greatlylgiegthe design process.
» Since the classifier returns probabilities, itimler to apply these results to a wide variety of
tasks than if an arbitrary scale was used.

e It does not require large amounts of data befamlag can begin.

* Naive Bayes classifiers are computationally fasemvimaking decisions.
2.3 Effective use of school data
Many educational researchers have described educia field in which practitioners make decisions
based on intuition and gut instinct (Slavin, 2002Zhere are many research materials available
describing the variety of ways in which data haspsuted educational decisions (Feldman & Tung,
2001; Lachat, 2002; Pardini, 2000; Protheroe, 208t&grording to (Chrispeels, 1992; Earl & Katz,
2002) research on school improvement and effeats®has shown data use to be central to the school
improvement process. Data use is not a choice argyfioo school authorities, but a must. This is

because; data can be used to inform decisionsvsheavariety of educational challenges. Accordimg t

pg. 15



Streifer (2002), “one of the many ways data carubed is by identifying the root cause of such
challenges”. Chrispeels et al. (2000) showed dsg¢a@be a strong predictor of the efficiency dfcsu
improvement systems. Data use in schools doesnpircrease efficiency directly, but also serve as
an intermediary for the positive effect of the atfactors. For the purposes of this study, it Wwidlve
been very significant if the schools had accumdlakata in place to aid researchers in the academic
evaluation process but public basic schools daythuch emphasis on the storage of such data thus
making it difficult and less attractive to underadkata mining research in Ghanaian schools. Althoug
there is an acute insufficiency of research coratlict this area, using school data to improve d®&tis
making is a good strategic tool for school admrmatstrs. School database systems draw upon many
different types of information such as student @eniance data which is an integral part of the
data-driven decision-making process. Supportedatd-driven decision-making practices argue that
the effective use of school data enables schoal®®s to learn more about their schools, pinpoint
successes and challenges, identify areas of imprene and help evaluate the effectiveness of
programs and practices (Mason, 2002). Kennedy (2@0Rided use of data as a central component of
his model for raising achievement test scores. Bad Katz (2002) noted that school authorities
involved in the use of data often develop a mind$dieing in charge of their own destiny and are
increasingly able to find and use information timrm their school’s improvement. Feldman and Tung
(2001) observed that schools involved in data s @volved toward a more professional culture.
Armstrong and Anthes (2001) also found that daeawas helpful in raising teacher expectations of
at-risk students, noting positive changes in teadigtudes regarding the potential success of
previously low performing students. However, thademic success of a school is measured by their
academic performance. This is why schools are ngaggood use of data to attain high level success
rate. Student performance data can be used favuspgurposes, including evaluating the progress of
students in their final external examinations, nammg and improving students’ performance,
determining where assessments converge and divargk,judging the efficiency of the school
curriculum and learning resources (Crommey, 200)en school authorities become well informed
on how to use data, they can effectively reviewrtbgisting capabilities, identify weaknesses, and
better chart plans for improvement (Earl & KatzQ8)) Research shows that data driven decision

making has the potential to increase student padace (Alwin, 2002; Doyle, 2003; Johnson, 1999,
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2000; Lafee, 2002; Mclntire, 2002). Data need tatievely used to improve teaching and learning in
schools but most schools often lack the capacitynfdement what research suggests (Diamond &
Spillane, 2004; Ingram et al., 2004; Mason, 2002riBes & Nodine, 2005;Wohlstetter, Van Kirk,
Robertson, & Mohrman, 1997). The Ghana educatiovicee professes to play a significant role in
helping schools build the necessary skills and cipto use school data for effective decision mgki
but according to Akyeampong (2008), ‘the relativiely rates of return to public basic schools i®als
an indication that overall, the Ghana educatiowviserhas been inefficient in preparing the large
number of students who qualify for Senior high shar actively participate in the labour market’.
Although the use of school data has proven to lefb®al to schools, the process of gathering and
using such data is a difficult one. Computer systdmave been used to support businesses and
organizations for several years but it is a maj@llenge when it comes to the education sectorrirho
(2001) states that schools face technical challebgeause of the variety of data they need to gemer
and use in their schools. This is because schdtés dave their data scattered across different
locations thus making it difficult for its efficierorganization. The advancement in technology is
helping some schools to overcome these technolothedenges. Stringfield et al. (2003) forecasitth
schools will soon have a variety of affordable asfticient computer tools to help in the data
management process. It is therefore worthy to thate high-performing schools make decisions based
on data and not on instinct (Supovitz& Taylor, 2008gneri, 2003).

2.4 Socio-economic factors and academic performance

This section of the literature review provides soamelerstanding of some of the socio-economic
factors that influence academic performance. Thacehof theories and factors reviewed here are
based on their importance to the current studyindependence, many countries look to reform
education to accelerate economic and social dewetap Ghana was no exception, and the newly
independent government saw in education the keyssdoial and economic development.
(Akyeampong, 2008). Ghana is said to be the findependent sub-Saharan African country outside
South Africa to embark on a comprehensive drivertomote science education and the application of
science in industrial and social development (Analmilensah, 1999). Public-funded institutions in
Ghana are under scrutiny because of the recentlgletonomic downturn which demands that

developing countries improve efficiency in finarla@source utilization. Government funded schools
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can therefore not afford to remain unconcerned ath&upoor performance of public basic schools in
the Basic education certificate examination. Redehas shown that, social and economic factors have
been one of the most studied causes in the acadaigation of students. The poor performance of
students in examinations in recent times couldtrdated to the changing life pattern in some fia@si
coupled with the present economic hardship in thentry which has made most families unable to
meet their responsibilities of ensuring a healthy &terate family. A presidential commission on
Education reforms in Ghana examined the reasonsmdst basic school students were unable to
access senior secondary, and blamed this on a muwofbéactors: inadequate facilities and
infrastructure, parents unable to afford secondieeg, a lack of alternative tracks for studentdiwit
different interests and abilities, an inabilitysttidents to meet the minimum requirements for &irth
education and a lack of interest in further edaca(GOG, 2002). Akyeampong (2005) suggested that,
teacher shortages in the technical/vocational stlajeas effectively reduced quality of provisiom a
undermined student interest. Studies investigahegmpact of family size on academic performance
show that family size such as the number of childnas resource dilution hypothesis where the
material resources and parental attention are edilwith additional children in the household,
(Bachman, 2000). In a cross-country study testiegimpact of family size on academic performance
also concluded that, much of the association betvi@mily size and educational outcomes is simply
due to the correspondence between large familiédoaver socioeconomic status (Marks, 2006). The
size of the family in which a child grows affects Intellectual development; this is because in a
large-size family, a child may not be given theuieed attention especially in his/her academichas
family will have more persons to cater for. Theus®f payment of school fees, homework, attending
Parent Teachers Associations (PTA) meetings ang mane may not be convenient for the parents as
they have to cater for many children. While childrare well catered for and perform better in
small-size family, a large family impacts negativeh the gross performance of the child. Family
financial resources, which are associated with rgare@ccupation and educational attainment, often
imply increased learning opportunities both at hoamel in school. Better-educated parents can
contribute to their children’s learning through ithéay-to-day interactions with their children and
involving themselves in their children’s school woAccording to Osunloye, (2008) and Ushie et al.,

(2012), family background in terms of family typgize, socio-economic status and educational
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background play important role in children’s edumaal attainment and social integration. In a study
Heyman (1980) emphasized the importance of fammboime on pupils’ performance. He opined
children born into wealthier homes do better in ynaspects of life and have high moral reasoning and
better academic performance compared to children wdme from poor homes. Maani (1990)
observes that pupils’ success at schools is clasddyed to their home backgrounds. These include;
level of education of parents, family income, pasemarital status, and attitudes of parents toward
education of their children and the children’stattes and the quality of learners admitted in sthoo

It is also worthy to note that, parents are indtnengest position to develop positive relationshith
their children that will facilitate the acquisitiaf standards and values; and also parents aex béte

to monitor and understand their children behahantanyone else because of their long and sustained
exposure to them, as a result to minimize the efié@ lower level of academic achievement and
psychological problems (Deci et al, 1981). Nowadd#ys condition of parents’ marital status plays a
great role for child development. Specifically, aliwe and remarriage have an impact on children
adjustment. For this reason, there is an increatiedtion being given by scientists to investigae
overall effect of family transitions on the wellibg of children. Regarding the relationship between
family conditions and the behavior of children, sostudies have shown that harmonious marriages
promote children’s competence and maturity. OtltEnsionstrate that marital conflict tends to be
associated with the children’s cognitive delay cathdifficulties, and antisocial or withdrawn belav

in the early school years (Bond & Mcmahon, 1984;eBm 1982; Gottman & Katz, 1989;
Hetherington, Cox and Cox, 1979; 1986; Rutter, 19vallerstein & Kelly, 1980; Weissman, 1983;
Brown 2004; Fomby and Cherlin 2007). Raychauduale(2010), also states that, socio-economic
factors like class attendance, family income, anther's and father’s education, teacher-studerd, rat
presence of trained teacher in school, sex of stugled distance of school affect the performance of
students. Hijaz and Naqvi (2006) also conductedidyson student performance by selecting a sample
of 300 students (225 males, 75 females) from agyaducolleges affiliated to Punjab university of
Pakistan. The hypothesis stated was "Studenttsidgtitowards attendance in class, hours spent in
study on daily basis after college, students’' fanmicome, students’ mother's age and mother's
education are significantly related with studentfgrenance”. By means of simple linear regression

analysis, it was found that, factors like mothextication and student’s family income were highly
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correlated with the student academic performanoeoAling to Hansen and Mastekaasa (2006), the
cultural capital theory expects students from familvho are closest to the academic culture to have
greatest success. It is also believed that lowoseconomic status of students’ affects their acacem
progression negatively because it prevents accesdd learning resources and creates additional
stress at home. (Eamon 2005; Jeynes, 2002). A nuohistudies have been carried out to identify and
analyse the numerous factors that affect acadeenfonmance in various academic institutions. Most
of their findings identify parents’ education, fdynncome (Devadoss& Foltz, 1996), self-motivation,
age of student, learning preferences Aripin, e20818), class attendance (Romer, 1993), and entry
qualifications as factors that have a significdfeet on the students’ academic performance inoveri
situations. Other studies have also noted thatataeemic achievement of students is based upon the
parent’s socio-economic standing in society. Accwdo a research conducted by Acheampong et
al.,(2004) ‘relationship to the household headisnfl to affect educational attainment significantly
Children of the household head are most likelyadwehmade educational progress than servants’. They
also concluded that, greater proportions of chiidnaeder the age of 7 in a household are found to
reduce the probability of a household member reachost-primary education. Much more important
was the occupational or socio-economic status ef hbusehold head and they concluded that,
household members in a household with a head mébpublic or private sector employment are much
more likely to have progressed beyond junior higfosl than in households headed by a food farmer
all things being equal. Public basic school stuslentGhana go through a lot of socio-economic
difficulties that go a long way to affect their deanic performance. Students walk long distances/eve
morning to attend school, they get to school taad have difficulty concentrating in class. Sonme ar
made to sell in the morning before going to scitbak making it difficult for them to get to school
early and prepare for class. Others are made ltidagelinto the night before retiring to bed; denyi
them of the much needed time to go through thesdigsons. Sogbetun (1981) and Hassan (1983)
have examined the causes of poor academic perfearamong secondary school students. Some of
the factors identified are intellectual ability, ggostudy habit, achievement motivation, lack of
vocational goals, low self-concept, low socio-eaomostatus of the family, poor family structure and
anxiety. Poor academic performance takes many famdsaccording to Acheampong (2008), ‘one of
the reasons was that the quality of practical elutastudents received depended on whether they
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attended a school in a rural or urban area’. Mulkesl. (1992) reported that, while family inconse i
important, other factors have a greater influenneaoademic performance. They suggested that
parental expectations, family size, and the quabtythe parent-child relationship are stronger
predictors of future academic success than incakoeording to different scholars, children from
intact families, on average, display less behapi@blems, less psychological distress, and greater
academic achievement than do children of divorclis@x and Furstenberg, 1989; Guidubaldi and
Perry, 1985; Hetherington et al., 1985; Wallerstetral., 1988;Gershoff, Aber, Raver, and Lennon
2007). Somewhat differently, other studies have ataight to examine the importance of the access to
both parents than separated. In one study followargntal separation, in general, 30% of the crdr
has experienced a marked decrease in their acag@riarmance, and this was evident three years
later (Bisnaire et al., 1990;, Aughinbaugh, Pigraed Rothstein 2005). Access to both parents steme
to be the most protective factor, in that it wasoasated with better academic adjustment. Moreover,
the data revealed that non-custodial parents (snéathers) were very influential on their children’
development. These data also support the intetpmetthat the more time a child spends with the
non-custodial parent, the better the overall adjest of the child. (Graetz, 1995) did a study on
socio-economic status of the parents of studerdscame to the conclusion that, the socio-economic
background of parents has a great impact on stscdezrdgdemic achievement, serves as the main source
of educational imbalance among students. ConsatideZappala (2002) in their study on the influence
of social and economic challenges in the acadeetiopnance of students also noticed that, children
who come from low income families show low retenti@tes, low literacy level, have behavioral
problems in school, difficulties in their studieslamostly display negative attitude towards studies
school and this affects their test scores in exatian. McMillan and Westor (2002) argued that sbcia
economic status is comprised of three major dinoerssi education, occupation and income and
therefore in developing indicators appropriate Hagh education context, researchers should study
each dimension of social economic status separaidlgy added that education, occupation and
income are moderately correlated therefore it appropriate to treat them interchangeably in the
higher education context. According to Jeynes(2003dcial and economic status of students is
generally determined by combining parents’ quadiiien, occupation and income standard”. But it is

interesting to note that, Pedrosa et.al. (2006) &atifferent opinion. In their study on social and
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educational challenges among school children, theted that students who mostly come from
deprived socio-economic backgrounds perform retftivbetter than those coming from higher
socio-economic backgrounds. Determining the mastritmuting factors in the evaluation of academic
performance that can be applied to all situatisresvery complex and challenging job. This is beeau
students everywhere belong to a variety of backgiewlepending on where they live. This diversity is
vast and complex in a multi cultured country likbaBa. It is therefore important to note that, the
criterion for categorizing socio-economic standanddifferent countries is relative and the impatt
these factors varies in terms of the extent anection. The criteria for categorizing low
socio-economic status for a developed country@kemany will be different from the criteria used in
a developing country like Ghana. Escarce (2003ntpdi out that residential stratification and
segregation has ensured that students belongitmvtancome backgrounds usually attend schools
with lower funding levels, and this situation had to a reduction in academic achievement and poor
motivation of the students. Such students alsadstahigh risk of educational malfunction in future
endeavors. An additional challenge is the risingt @@ secondary education to both government and
parents and the potential that this has on comstiaifuture growth (Akyeampong 2005). Sentamu
(2003) argued that, schools influence educatiomatgss in content organization, teaching and
learning. He argued that rural families and urbamifies where both parents were illiterate do not
seem to consider home study for their childrenierpy and that such illiterate families will nabgter

a study culture in their children since the parémésnselves did not attend school or the educé#tieyn
received was inadequate to create this awarendissrm These differences in home literacy actisitie
reflect in the academic performance of the child@ompetition, selection and choice has also began
to take root in primary education which has limi@ccess to secondary education, especially for
children from disadvantaged and poor householdsl§deMensah, Djangmah & Agbenyega, 1973).
But Recent events shows that, private sector pmvisf basic and secondary education has grown,
some would say, offering more choice for familiésurt ever before. However, there is growing
evidence that it might also be acting as a tooktarial mobility and stratification in Ghanaian sbg
(Addae-Mensah 2000; Donge et al., 2003). Accortingcheampong et al., (2004). ‘the end of basic
education marks a key transition in education ira@ since it is post-basic education which is

associated with substantial and increasing econagtuens to schooling and with selection into more
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lucrative occupations, especially wage-employmeriiath the public and private sectors’. In Ghana,
students from the private basic schools are exgeitdeexcel at the Basic Education Certificate
Examination because they have access to qualithite and learning resources, well supervised
teachers, parents willingness to pay extra monegnadvate the teachers and the recruitment of
part-time teachers by parents to assist their mlét home. Crosne et al. (2004) noticed thatacho
ownership, provision of facilities and availabilibf resources in school is an important structural
component of the school.

2.5 Review of literature on the test variables

The influence of socio-economic factors on acadegyaitormance has been investigated in a number
of studies with widely differing conclusions. Masit the differences in reported findings are due to
varying contexts in which the study is conductedthle light of the theories, techniques, methods an
models reviewed in the preceding literature, esdgcthe insights from Baker and Yacef (2009);
Chrispeels (1992); Earl & Katz (2002); Jeynes (300Eamon (2005); Greatz (1995);
Considine&Zappala (2002); Hansen &Mastekaasa (20@8)clusions can be drawn that, the cultural
and economic conditions under which they conduttten studies were different. It is therefore wgrth
to note that the results of these studies couldb®tubjected to generalizations beyond this @lltu
and economic environment. This is also largely beea the criteria for categorizing low
socio-economic families in a developed economyelatively different from the criteria used in a
developing economy. (Bachman, 2000) concluded srshudies that, large family size puts resource
constraints on parents. The research conducteibagk§, 2006) also confirms Bachman’s findings
and re-affirms the fact that, the impact of largenily size on academic performance is negative.
Research findings from Osunloye, (2008) and Ushed.g(2012), espoused that, family type, family
size, educational background, social and econotaittis play a very important role in children’s
educational success. Heyman (1980) also emphasieeehportance of family income on students’
performance. (Maani, 1990) researched on the lafvetlucation of parents, family income, parents’
marital status, parent’s attitude towards the etimcaof their children. Raychauduri et al. (2010),
researched on socio-economic factors like clagndéince, family income, and mother’s and father’s
education and distance of school. Hijaz and Nag®0D6) also conducted a study on students' family

income and mother's education. Sogbetun (1981)Hassan (1983) examined the causes of poor
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academic performance by looking at low socio-ecanatatus of the family and poor family structure.
Mulkey et al. (1992) also researched on family s&ed the quality of the parent-child relationship.
McMillan and Westor (2002) argued that social eeomostatus comprised of three major dimensions:
education, occupation and income. Looking at thélkes that have been researched on by all these
researchers, it inevitable means that, the so@o@uic factors of poor academic performance cannot
be investigated thoroughly without considering iz of the family, parents educational background,
parents employment status, parent’s marital sttgsfamily income. These factors were chosen for
the current study because similar works has beedumted in other countries and the findings from
these works backed the factors chosen for the mustady. It is also worthy to note that, left faost
researchers to choose which socio-economic faotans affect academic performance, these factors
will be chosen. This is based on the views espolsethany researchers who conducted similar
research works. Investigating these factors tbegelielps to address the research objectives. This
study proposes to apply the C4.5 algorithm to aeathese socio-economic factors in the Ghanaian
context. The C4.5 algorithm is chosen for this gtinécause it is a well-known decision tree inductio
learning technique that has been successfully atethgvely applied to educational data. It is tdye
algorithm compared to ID3 because it address thbl@gm of over fitting data; error pruning, rule
post-pruning, continuous attributes and handlingnddsing attribute values. It is also a well-known
algorithm used for classifying datasets by induaegision trees and rules from datasets which could
contain categorical and numerical attributes. Paidectly fits this study because the training dagh
used for this study contains both categorical amderical attributes. The rules derived could beluse
to predict categorical values of attributes fronwneecords. The attractiveness of this tree-based
method is due to the fact that, in contrast to alemetworks, decision trees represent rules whaeh c
readily be expressed in a language that humansicderstand. Kotsiantis et al. (2003) used only
demographic data to classify university student® idropouts and non-dropouts. Using only
demographic data can be a bit problematic sinceight not reflect the true picture on the ground.
Minaei-Bidgoli et al. (2003) also conducted a stwdhere they tried to predict the final test grafies
students enrolled in a web-based course. Sevexnalitg algorithms were compared: decision trees,
neural networks, naive Bayes, logistic regressapport vector machines, and KNN. According to
Zou, and Huang, (2005) KNN is well suited in sitaas where predictions need to be made from noisy
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and incomplete data but because the noise levaydfaining data set is very low, the C4.5 willthe
most ideal algorithm to use. El-Halees (2008), R#ata(2006) and Baradwaj (2011) used educational
data mining to analyze students’ learning behawtugy the main attributes that may affect student
performance in courses and apply classificatioraagata mining technique to evaluate student’
performance. They also used the decision tree rdeth@onduct the classification but their studies
focused on classroom variables. This study seekbdk beyond the classroom and focus on
socio-economic challenges faced by such studdrdseks to determine whether there is a correlation
between the selected socio-economic factors ardkata performance. One disadvantage to Romero
and Ventura's (2010) studies on EDM is that thailtesare not necessarily generalizable to other
institutions. This means that the results are Figisisociated with a specific educational institutio
Chandra and Nandhini (2010) applied associatienbaked on students’ failed courses to identify the
failure patterns. One weakness to this algoriththas, it has too many parameters for somebody non
expert in data mining and the obtained rules aréofa many, most of them non-interesting and with
low comprehensibility. An experiment by Aman andu&ii, (2007) conducted in a WEKA (Waikato
Environment for Knowledge Analysis) environmentusing three algorithms namely ID3, C4.5, and
Simple CART revealed that; the C4.5 classifier edigrms the rest in terms of classification accyrac
This is positive for this study because inaccuctdssification can lead to wrong interpretations.

2.6 Conceptual framework for the academic performane classification model

Size of family

Parent’s education level

Parent’s emplovment status Academic Performance Classification

Parent’s marital status

Parent’s income

Figure 1.1 shows the underlining theory and corecepthe research.

2.7 Research hypotheses in data mining

Hand, Mannila and Smyth (2001) described exployatbata analysis as data-driven hypothesis
generation. They indicated that, data is examimedearch of structures that may indicate deeper

relationships between cases or variables. Thisgssostands in contrast to hypothesis testing which
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begins with a proposed model or hypothesis andntatkies statistical manipulations to determine the
likelihood that the data arose from such a modetoiding to Hand, Mannila and Smyth (2001) “In
data mining, it is the patterns in the data thaegise to the hypotheses in contrast to situations
which hypotheses are generated from theoreticalnaegts about underlying mechanisms”. Data
mining is primarily concerned with looking for urspected features as opposed to testing specific
objectives that are formed before we see the @&y believe that in practice, data mining alganth
generates potentially interesting hypothesis thatld/need to be explored further. A standard machin
learning technique is to separate the set of ex@snipito a training set and a test set. Myers and
Walpole (1978) stated that, ‘the standard way &lwate a hypothesis in supervised learning is lib sp
the data into two portions; the training set areltést set. The training set is used in order ¢olyce
hypotheses, and the test set, which is never sg@mydhe hypothesis forming stage is used tottest
accuracy of the hypothesis in predicting the categtion of unseen examples’. In this way, we can
have more confidence that the learned hypothesidv®/iof use to us when we have a genuinely new
example for which we do not actually know the categation. The interdependency of one or more
socio-economic variables cannot be ruled out is study. This is because rules generated from the
decision tree make it imperative for one or mongakdes to be tested together. The testing is dus
on the accuracy of the model after it has beenldped by running the model with a test set of data

measure how accurately the model can perform amaeen data.
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CHAPTER 3

RESEARCH METHODOLOGY
3.0 Introduction
This chapter provides information on the researelthods of this thesis. The survey research method
has been chosen to analyze the factors influerastagemic performance in public basic schools. The
study population and sample size has been desdobeded by the sampling techniques and research
instrument. Reliability and validity, measurememogedures, and the CRISP-DM (cross industry
process for data mining) are discussed. The sumslyument has been designed using Likert
categorical scale to measure respondents’ attitomtards the socio-economic factors consistent to
previous research findings. The data collection etidcal considerations are also included in this
chapter.
3.1 Study population and sample size
According to Burns and Grove (1993), ‘a populai®defined as all elements (individuals, objecits an
events) that meet the sample criteria for inclusioa study’. The study population consisted of 800
public basic students in the Ablekuma west constity of the Greater Accra region. Polit & Hungler
(1993) describes a convenient sample as subjedtgled in a study because they happen to be in the
right place at the right time. A convenient sam@i00 subjects was selected from 10 public basic
schools. This represents 25% of the population é€2@0 questionnaires were distributed to the
participants. Mouton (1996) defines a sample asetes selected with the intention of finding out
something about the total population from whichythee taken.
3.2 Sampling technique
The Systematic random sampling technique is emglayeselecting the sample from the targeted
population. A systematic random sampling is a typprobability sampling method in which sample
members from a large population are selected acwptd a random starting point and a fixed periodic
interval. In order for systematic sampling to wefkectively, the units in the population is randgml
ordered, at least with respect to the charactesidteing measured. The process starts with an
assumption that, N units of the population are nemath 1 to N in some order. To select a sample of n
units, we must take a unit at random from the knshits and every kth unit thereafter. Cochra@5@)
& Yamane (1967 ). This sampling technique is chdsecause of its simplicity and its flexibility to
allow the researcher to add a degree of procesgethie random selection of subjects. It is fag@py

to do and is widely used for its convenience ame tefficiency, Cochran (1953). In many surveys it
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found to provide more precise estimates than simgsidom sampling, Raj (1972) & Cochran (1953).
This happens when there is a trend present ingheith respect to the characteristic of inter@ste
population for this study is made up of N=800 stud@nd they are listed in a random order. A sample
size of n=200 students is required for this studye sampling fraction is n/N = 200/800 = 25. Irsthi
case, the interval size is equal to N/n = 800/2@0 A random integer is selected starting with4tte

unit in the list and take every 4th unit (becausé)k

3.3 Research instrument

The study uses questionnaire as the main datargaghastrument. (See Appendix A). Close ended
questionnaires were used because the populatiangis and time for collecting data is limited. The
research design is of crucial importance becaudetérmines the success or failure of research. The
research design guides logical arrangements focdhection and analysis of data so that conclusion
may be drawn. The questionnaire was divided inrivain sections: a profile and the survey proper.
The profile contains socio-demographic characiessbf the respondents such as age, gender and
class. The survey proper explored the perceptbdssudents on the socio-economic challenges they
face. The questions were structure using the Likarnat. In this survey type, four choices are
provided for every question or statement. The @wicepresent the degree of agreement each
respondent has on the given question. The scatevisows the range Interpretation used to interpret
the total responses of all respondents for evenyesugquestion by computing the weighted mean.

Table 3.1 Likert scale range interpretation

Scale Interpretation
4 Strongly agree
3 Agree
2 Disagree
1 Strongly disagree

The Likert survey was the selected questionnaipe Bs this enabled the respondents to answer the
survey easily. In addition, this research instrutrelowed the research to carry out the quantiativ

approach effectively with the use of statisticsdata interpretation.
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3.3.1 Research Design
In order to examine the effect of socio-economiallemges on academic performance, descriptive
research design was used. A descriptive surveslésted because it provides an accurate portrdyal o
the variables involved and the ability to colleettal from a large group within a short period. This
design has been chosen to meet the objectiveg atdiy. According to Mouton (1996), a descriptive
survey is used to collect original data for desngba population too large to observe directly.sThi
guestionnaire, which is used as a quantitative-dallaction instrument, has the objective of cdileg
certain demographic and socio-economic informatidre questions are organized into two sections.
Section A of the survey includes demographic vdemisuch as age, gender and class and section B
includes six multi dimensional constructs thateeflthe main issues affecting students’ academic
performance in public basic schools. The self-desiigquestionnaire comprise of the following:

* Age of student

* Gender of student

» Class of student

* Size of family

* Education level of parent

* Employee status of parent

* Marital status of parent

* Income level of parent

« Academic performance of student
3.4 Data collection
The study collected both primary and secondary .d&@amary data was collected through
questionnaires which contained closed ended qumsstithe closed ended questions were expected to
facilitate the collection of accurate informati@ata was collected from 20 students from each ef th
10 selected public basic schools. A total of 208sgionnaires were sent out and 177 questionnaires
were received out of which 156 were found to béyftilled in. The rest of 21 questionnaires were
discarded due to incomplete information. Secondtata was collected relying on reviews from
national and international journals as well asaedeliterature. The literature and related jousnehs
collected from various sources such as internbtaly references and any other relevant online

database.
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3.5 Demographic relationships and study variables

Although it was not part of the purpose of the gtuthis set of data was intended to describe
demographic variables of the sample. Participamievasked to indicate their age, gender and class.
The tables below show the various demographicssitzgiand their percentages.

Table 3.2 Association between age and respondents

Age in

years

Total
Respondents

Percent

13

59

37.82%

14

68

43.59%

15

18.59%

Table 3.3 Association between Gender and resposident

Gender

Total
Respondents

Percent

Male

72

46.2%

Female

84

Table 3.4 Association between class and respondents

Class Total Percent
Respondents

JHS 1 81 51.9%

JHS 2 s 48.1%

3.6 Reliability and validity

Polit and Hungler (1993) refer to reliability asetdegree of consistency with which an instrument
measures the attribute it is designed to measheequiestionnaire which was answered by the students
revealed consistency in responses. Reliabilityalss ensured by minimizing sources of measurement
error like data collector bias. This error type wasimized because the researcher was the onlyoone
administer the questionnaires, and thereby stamiagdconditions such as exhibiting friendlinesslan
support. According to Polit and Hungler (1993), éTValidity of an instrument is the degree to which
an instrument measures what it is intended to nmreadn order to test the validity of the reseatatl
which used for this study, the researcher testedjtlestionnaire to 5 respondents. These respondents

as well as their answers were not part of the adualy process and were only used for testing
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purposes. After the questions have been answehnedretsearcher asked the respondents for any
suggestions or any necessary corrections to impttevénstrument further. The researcher modified
the content of the questionnaire based on the stsged and suggestions of the sample respondents.
3.7 Measurement Procedures
The questions on the questionnaire are formulaaseédon the objectives, questions and hypothesis of
this research. The questions will follow a logipaebgression to sustain the interest of responderds
gradually stimulate question answering. The Liksategorical scale will be used to measure the
respondents’ multi-dimension constructs measureniékert scale measures are commonly used in
assessing student performance as well as student
perceptions. They are particularly good in gatleedata to subjective questions. The measurement
procedure is undertaken by analyzing the respobgesssigning weighting to the responses. For a
positive statement the response indicating the faestrable measurement is given the highest score.
For the four-category scale. 4 is assigned to tbst flavorable measurement “strongly agree” and 1 is
assigned to the least favorable measurement “diraiigpgree”.
3.7.1 Why Likert scale
Over the years, numerous methods have been usedasure character and personality traits Likert
(1932). A variety of methods are available to dssialuators in gathering data. One of those method
involves the use of a scale. The Likert-type saalelves a series of statements that respondengs ma
choose from in order to rate their responses ttuatise questions (Vogt, 1999). The difficulty of
measuring attitudes, character, and personalitg tres in the procedure for transferring thesalijies
into a quantitative measure for data analysis mepoLikert (1932) responded by developing a
procedure for measuring attitudinal scales. Thgiai Likert scale used a series of questions fixrth
response alternatives. He combined the responsesthe series of questions to create an attitudinal
measurement scale. His data analysis was basdteaoinposite score from the series of questions
that represented the attitudinal scale. While liikesed a five-point scale, other variations of his
response alternatives are appropriate, includireg dbletion of the neutral response (Clason &
Dormody, 1994). Likert data are generated as ordinect response data. With Likert data, agreement
with a statements is measured at an ordinal l&Vel.Likert measurement model is friendly to deploy
and remains one of the popular models becausedbliowing;

* The method is based entirely on empirical datardigg subjects' responses rather than the

subjective opinions of judges.
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e This method produces more homogeneous scales arehg®s the probability of a unitary
attitude being measured; as a result, validity stmct and concurrent) and reliability are
reasonably high; and greater ease of preparation.

3.7.2 Analyzing likert response items

The Likert scale was used to interpret items inghestionnaire. These responses were based on the
respondents’ rating of the socio-economic factdiscting academic performance. The range and
interpretation of the four-point scale is showTable 3.5

Table 3.5 The four point likert scale

Scale Range Interpretation
4 3.01 —4.00 Strongly agree
3 2.01 -3.00 Agree
2 1.01 - 2.00 Disagree
1 0.00 - 1.00 Strongly disagree

After gathering all the completed questionnairesiithe respondents, total responses for each item
were obtained and tabulated. In order to use tlkert-scale for interpretation, weighted mean to
represent each question was computed. Weighted mehe average wherein every quantity to be
averages has a corresponding weight. These weaghtssent the significance of each quantity to the
average. To compute for the weighted mean, eaakevaust be multiplied by its weight. Products
would then be added to obtain the total value. bt weight would also be computed by adding all
the weights. The total value is then divided by tibial weight. Statistically, the weighted mean is

calculated using the following formula;

- Y fi xi
DY/
Where X = weighted mean
Xi = Xa X2 X3evvnnnn. = number of responses
fi =f fafs..o... = frequencies corresponding to the given items

The tabulation of student response data is pregemtie table below
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Table 3.6 Tabulation of student response data
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Table 3.7 The composite score from the series of questions that represented the attitudinal scale

Question Total
] 395
2 404
3 414
L 400
5 395
6 400
Question | frequency (ff) No of fi xi Yfi Yfi xi R > fi xi
responses (xi) ' Yfi
1 2 3 4
1 20 50 45 35| 1.2°3.4 20 100 135 140 150 395 2.63
2 19 47 45 39| 1 2 3 4 19 94 135 156 150 404 2.69
3 18 43 46 43| 1 2 3 4 I§—S86—d38Y 172 150 414 2.76
4 20 46 48 36| 1 2 3 4 200 92 144 144 150 400 2.67
5 17 63 28 42| 1 2 3 4 17 126 84 168 150 395 2.63
6 3 73 45 29| 12 3 4 3 146 135 116 150 400 2.067
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3.7.3 Data interpretation for training set
The following data interpretation represents théadssed for the training set in the data mining
analysis. For the purposes of this research, 1§foreses were used. The following represents the
percentage of responses by participants.
3.7.3.1The Socio-economic factors and academic performanedtitude scale
1. I come from a large family background?
2. My parents are educated?
3. My parents are gainfully employed?
4. My parents are married?
5. My parents are high income earners?
6. My academic performance can be rated as good?
The following results were obtained indicating &ifige and negative response attitude:
e Question 1
44% of the participants (n = 44) either agreedtmngly agreed that they come from small
families.
56% of the participants (n = 56) either disagreedtmngly disagreed that they come from
small families.
e Question 2
53% of the participants (n = 53) either agreedmngly agreed that their parents are educated.
47% of the participants (n = 47) either disagreedtmongly disagreed that their parents are
educated.
e Question 3
56% of the participants (n = 56) either agreedmngly agreed that their parents are employed.
44% of the participants (n = 44) either disagreedtmngly disagreed that their parents are
employed.
e Question 4
57% of the participants (n = 57) either agreedtmngly agreed that their parents are married.
43% of the participants (n = 43) either disagreedtmongly disagreed that their parents are

married.
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e Question5
45% of the participants (n = 45) either agreedtmngly agreed that their parents are high
monthly income earners.
55% of the participants (n = 55) either disagreestmngly disagreed that their parents are high
monthly income earners.
e Question 6
46% of the participants (n = 46) either agreed wongly agreed that their academic
performance is good.
54% of the participants (n = 54) either disagreedtoongly disagreed that their academic
performance is good.
3.7.4 Data interpretation for test set
The following data interpretation represents theadesed for the test set in the data mining aralysi
For the purposes of this research, 50 responseswsed. The following represents the percentage of
responses by participants.
3.7.4.1The socio-economic factors and academic performanegtitude scale
1. I come from a large family background?
2. My parents are educated?
3. My parents are gainfully employed?
4. My parents are married?
5. My parents are high income earners?
6. My academic performance can be rated as good?
The following results were obtained indicating &ifive and negative response attitude:
e Question 1
52% of the participants (n = 26) either agreedtmngly agreed that they come from small
families.
48% of the participants (n = 24) either disagreedtomongly disagreed that they come from
small families.
e Question 2
62% of the participants (n = 31) either agreedmng)ly agreed that their parents are educated.
38% of the participants (n = 19) either disagreedtmongly disagreed that their parents are

educated.
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e Question 3
66% of the participants (n = 33) either agreedrangly agreed that their parents are employed.
34% of the participants (n = 17) either disagreedtmongly disagreed that their parents are
employed.

¢ Question 4

56% of the participants (n = 28) either agreedimmng)ly agreed that their parents are married.

44% of the participants (n = 22) either disagreedtmongly disagreed that their parents are
married.
e Question5

25) either agreedtmngly agreed that their parents are high

50% of the participants (n
monthly income earners.
50% of the participants (n = 25) either disagreestmngly disagreed that their parents are high
monthly income earners.
e Question 6
28% of the participants (n = 28) either agreed wongly agreed that their academic
performance is good.
22% of the participants (n = 22) either disagreedtoongly disagreed that their academic
performance is good.
3.8 CRISP-DM (Cross-Industry Standard Process for Bta Mining)
The complexity of data mining has led the dataital community to establish a standard process for
data mining activities. The Cross Industry Stand@rdcess for Data Mining (CRISP-DM) is a life
cycle process for developing and analyzing datangimodels (Leventhal, 2010). The CRISP-DM
process is important because it gives specificans techniques on how to move from understanding
the business data through deployment of a datangimodel. CRISP-DM has six phases, which
include business understanding, data understandiat preparation, modeling, evaluation, and
deployment (Leventhal, 2010). The benefits of CRIBM are that it is non-proprietary and software
vendor neutral, and provides a solid frameworkgoidance in data mining (Leventhal, 2010). The
model also includes templates to aid in analydss Pprocess is used in a number of educational data
mining studies (Luan, 2002; Vialardi et al., 20Y1:h. Wang & Liao, 2011). There are also a number
of internal feedback loops between the phasesltirggrom the very complex non-linear nature of th

data mining process and ensuring the achievemenbmsistent and reliable results. This study is
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conducted using the CRISP DM model. This modelhissen as a research methodology approach

because of its application-neutral and confornotgstablished standards for data mining projects.

/-—-?-—-\

Ty

Business Understanding Data Understanding
Phase 1 Phase 2
Deplovment Data Preparation

Phase 6 Phasc 3

.\ Ex ilh-lJl-ll'llI Miodcling
Phase 5

Phase 4

N — 4
4

Figure3.1Shows the CRISP-DM is an iterative and adaptivegs®

The processes involved in some of the phases bedow already been sufficiently dealt with by the
activities in the preceding sections.

3.8.1 Business understanding phase

The academic performance of public basic schoothenBasic Education Certificate examination is
not encouraging compared to the private basic dshd@ocio-economic challenges have been
identified as some of the causes of poor acadestiompnance. According to Fraenkel and Wallen
(1996), correlation research investigates the poggiof an existing relationship between variable
This study aims to investigate the correlation lestwthese challenges and academic performance.
Based on the review of related works by other nebess on these socio-economic factors, specific
research questions were formulated to help achiiexerojects objectives.

3.8.2 Data understanding phase

The dataset is made up of one pre-classified catagddependent) variable with five (independent)
variables made up of hundred attributes each ftrdining set and 50 attributes each for thedeist
The independent variables include parent’s educ#giel, size of family, parent’s employment status
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parent’s marital status and parent’s income le8elne of the parameters are removed, e.g., age,
gender and class are fields containing data thatn® particular interest to the research.

3.8.3 Data preparation phase

Having obtained the responses for the questiormaittee process of preparing the data was
accomplished. The list of collected and selectadbates which is relevant for this research is
specified below.

* FS - Family size. The attributes of this variableolstained through the questionnaire. It is
mapped into two categories of small and large baset0 records for the training set and 50
records for the test set. Small = 44% and largé% th the training set and small = 26% and
large = 24% for the test set.

» PEL - Parents education level. The attributes of thasiable is obtained through the
questionnaire. It is mapped into two categorieeddficated and uneducated based on 100
records for the training set and 50 records fortés¢ set. Educated = 53% and Uneducated =
47% in the training set and Educated = 31% and Uceted = 19% in the test set.

 PES - Parents employment status. The attributes af tariable is obtained through the
questionnaire. It is mapped into two categoriegmployed and unemployed based on 100
records for the training set and 50 records fort¢ise set. Employed = 56% and unemployed =
44% in the training set and Employed = 33% and yleyed = 17% in the test set.

e PMS - Parents marital status. The attributes of thigabée is obtained through the
questionnaire. It is mapped into two categoriesingle and married based on 100 records for
the training set and 50 records for the test Sagl&= 43% and married = 57% in the training
set and Single = 22% and married = 28% in thesteist

* MI — Monthly income. The attributes for this varialdebtained through the questionnaire. It
is mapped into two categories of low and high based00 records for the training set and 50
records for the test set. Low = 55% and high = 45%ae training set and Low = 25% and high
= 25% in the test set.

* AP- Academic performance. This is the target or ougtass. The attributes for the academic
performance variable is also obtained from the pomsaire. It is mapped into two categories
of good and bad based on 100 records for the tigiset and 50 records for the test set. Good =

46% and bad = 54% in the training set and Good% a8d bad = 22% in the test set.
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Based on the background and related work, a dataitbethe attributes depicted above are seleaied t
perform the analysis on the socio-economic varsgbled their effect on academic performance for
both the training set and test set.

3.8.4 Modeling phase

A decision tree model and decision rules would éeegated from both the training set and the test se
using the C4.5 algorithm to test the research hgxes

3.8.5 Evaluation

The holdout method is used in determining the amupf the model. In this method, the responses
from the questionnaire is partitioned into two ipeiedent sets, a training set and a test set, Haln et
(2006) . Two thirds of the data is allocated tottlaging set, and the remaining one third is alted to

the test set. The training set is used to deriganibdel, whose accuracy is estimated with thestsst
Han et al, (2006). To ensure that this study iseg@izable to the population, the attributes of the
training set would be compared to those of thebaies of the test set to find out if the margin of
difference is large or small.

3.8.6 Deployment Phase

The deployment is at the discretion of the schadt®wever, it is my belief that, this research will
enable public basic schools address the effeat@bseconomic challenges students face in purguit o
academic excellence.

3.9 Ethical Consideration

The conducting of research requires not only eigeend diligence, but also honesty and integrity.
This is done to recognize and protect the rightsunhan subjects. To render the study ethical it

to self-determination, anonymity, confidentialitynda informed consent were observed. Verbal
permission was obtained from head teachers in ehair¢he selected public basic schools. Students’
consent was obtained before they completed thdiguaaires. Burns & Grove (1993) define informed
consent as the prospective subject's agreemerarticipate voluntarily in a study, which is reached
after assimilation of essential information abda $tudy. The subjects were informed of their sgbt
voluntarily consent or decline to participate, &amavithdraw participation at any time without pewyal
Respondents were also assured that the study wettysicademic and that utmost confidentiality
would be observed. Students were also informedtahelprocedures that would be used to collect the
data, and were assured that there were no poteskalor costs involved. Anonymity was maintained

throughout the study. The data used in this studg anonymously coded and cannot therefore be
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traced back to individual students. Burns and G(a@93) define anonymity as when subjects cannot
be linked, even by the researcher, with his ori@ividual responses. According to Polit & Hungler
(1995), when subjects are promised confidentialitgeans that the information they provide will not
be publicly reported in a way which identifies theimthis study, confidentiality was maintained by
keeping the collected data confidential and noeaéng the subjects’ identities when reporting or
publishing the study (Burns & Grove, 1993). No itigimg information was entered onto the
guestionnaires, and questionnaires were only nusdbafter data was collected (Polit & Hungler,

1995).
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CHAPTER FOUR

MODEL DEVELOPMENT AND EVALUATION PROCESSES
4.0 Introduction
This chapter presents the data obtained from tlseareh questions regarding the topic. The
development was undertaken as per the study vasabrom the likert scale analysis, 100% was the
response rate and was representative enough fabitéy and to undertake the data mining analysis.
The C4.5 data mining algorithm is used for thesifasation task. It is an algorithm developed bydo
Ross Quinlan that generates decision trees, whaictbe used to analyze the socio-economic variables
selected for this study (Larose, 2005). The algarianalyzes the training data set, builds a detisio
tree and generates decision rules. The root noddbetop node of the tree and it considers alidas
and selects the attributes that are most significéimee sample information is passed to branch nodes
which eventually terminate in leaf nodes that gleeisions. Rules are generated by illustratingtth
from the root node to leaf node. Building this sifisation model, the primary goal is to make the
model most accurately predict the desired targeteviar new data
4.1 Information Theory
Information theory is the branch of mathematicg tfescribes how uncertainty should be quantified,
manipulated and represented. Ever since the funaameremises of information theory were laid
down by Claude Shannon in 1949, it has had fathiagamplications for almost every field of science
and technology. Information theory has also hadrgyortant role in shaping theories of perception,
cognition, and neural computation. The most fundaalequantity in information theory is entropy
(Shannon and Weaver, 1949). Entropy: “A measurd tseetermine the disorder in the population,”
according to Shannon Information Theory (ShannonAM&aver, 1949). Shannon’s formula for
calculating entropy is; Entropy = X (pi log2 pi ) Where log2 pi = (log 10 pi / log 2). Shannon
borrowed the concept of entropy from thermodynamibsre it describes the amount of disorder of a
system. In information theory, entropy measuresatheunt of uncertainty of an unknown or random
guantity. In engineering applications, informatisranalogous to signal, and entropy is analogous to
noise Larose (2005)
4.1.1 Entropy and Information Gain.
Entropy is the measure which provides the averageuat of uncertainty associated with a set of
probabilities. In other words, it is simply the sage (expected) amount of the information from an

event. It is used in C4.5 algorithms to determingv [disordered the attributes are in the data set.
pg. 42



Entropy is related to information in the sense tihat higher the entropy or uncertainty, the more
information is required in order to completely dése the data. According to Larose (2005), the C4.5
algorithm uses the concept of information gain wir@y reduction to select the optimal split. To
practically illustrate the concept of entropy, aample of calculating the Information of a coindaes
used. There are two probabilities in fair coin tagkich are head(.5) and tail(.5). So if we geheit
head or tail, we will get 1 bit of information thugh following the formula below. I(head) = -logX®%
1 bit
Information Equation

I(p) = —logy(p) equation 1
Where;
p = probability of the event happening
b = base (base 2 is mostly used in informationrijeo
For variables with several outcomes, we simply aisgeighted sum of the log2(pj )’s, with weights

equal to the outcome probabilities, resulting & fibrmula

HOX) == pjlogy(p))
J equation 2

Where;

H (X) = The entropy H of a discreet random variakilene which may take on only a countable number

of distinct values such as 0,1,2,3,4. eg, the nurabehildren in a family) X (training data set)

log, = Is the log function to the base 2 and it is usexhbse the information is encoded in bits

pj = The probability that an arbitrary set of tiag data belongs to; for example, the small ordarg
family attribute.

Suppose we have a candidate split S, (eg. sizanofyf) which partitions the training data set Toint
several subsets, T1, T2, . .., Tk. (eg. smadkuaye family size). The mean information requiretrien

calculated as the weighted sum of the entropieth®mdividual subsets as follows;

=l equation 3
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Where;

H s(T) = Entropy H of gain S of partitioning caddie split in the training data into subsets. ¢eggll
or large family size).

S = Candidate split (eg. Size of family)

T = Partitioned training data into subsets of T2,.T.........Tk (eg. Small or large family size)

Pi = represents the proportion of records in subgety. Small or large family size)

Ti = Partitions training data in subset i. (eg. 8raalarge family size)

Hs = Entropy H of partioning candidate split. (8ize of family)

The entropies of the two subsets and the propadithe subset Pi are combined using equation 3.
Information gain is utilized by the C4.5 algoritras a measure of the effectiveness of an attriloute i
classifying the training data. Information gaincemputed by measuring the difference between the
entropy of the data set before the split H(T) dreddverall entropy of the data set after the $pB(T).
At each decision node, C4.5 chooses the optiméltspbe the split that has the greatest informmatio
gain, gain(S). Information gain is defined as;

gain(S) = H(T) - Hs(T) equation 4
That is, the increase in information produced bstipganing the training data T (eg. Small or large
family size) according to this candidate split&.(Size of family)
Where;
H(T) = Entropy H of partitioned dependant varialfe®). academic performance class into good or bad)
H s(T) = Entropy H of gain S of partitioning caddie split in the training data into subsets. ¢eggll
or large family size).
This is how gain (s) will be interpreted. First,TH( = (eg. 0.9999) will mean that, on average, one
would need 0.9999 bit (O’s or 1's) to transmit {eg. Academic performance class) of the hundred
students in the data set. The amount of bit geegfadm the computation of Hs(T) will indicated tha
the partitioning of the students into two subsetklawer the average bit requirement for transmdt
the academic performance status of the students.ofien results in lower entropy and this entropy
reduction can be viewed as information gain. Thi gvill be compared to the information gained by
the other candidate splits, and choose the sqtit thie largest information gain as the optimaltdphi

the decision node.
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4.2 Data modeling (classification)

Classification is a two-step process. In the Bisp, a classifier is built describing a predetasdiset

of data classes, (Han & Kamber, 2006). This is l#@ning step (or training phase), where a
classification algorithm builds the classifier byadyzing or learning from a training set made up of
database tuples and their associated class |&tsath. tuple is assumed to belong to a predetermined
class as determined by another attribute callectldres label attribute. It is categorical in thatle
value serves as a category or class. The individydés making up the training set are referredsto
training tuples. In the context of classificatioiata tuples can be referred to as samples or daitsp
(Han & Kamber, 2006). Since the class label of @eaining tuple is provided, this step is also kmow
as supervised learning (i.e., the learning of tassifier is supervised" in that it is told to whiclass
each training tuple belongs). In the second stepstaset is used, made up of test tuples and their
associated class labels. They are independenedfdhing tuples, meaning that they are not ueed t
construct the classifier, (Han & Kamber, 2006). Beeuracy of a classifier on a given test set is the
percentage of test set tuples that are corredlysdied by the classifier, (Han & Kamber, 2006gTh
associated class label of each test tuple is caedpaith the learned classifier's class predictamrttiat
tuple. If the accuracy of the classifier is consedleacceptable, the classifier can be used toifylass
future data tuples for which the class label iskmwn, (Han & Kamber, 2006). The modeling phase
of the CRISP-DM begins with the candidate splithat root node..

learning
SPLIT TRAINING SET algorithm

A 4

» classifier

DATASET i
TEST SET ESTIMATE

Figure 4.1Data modeling process
4.2.1 Candidate split at root node
Determining the optimal split for the root node taning records (1, 2, 3,4, 5,6, 7, 8,9, 10,1171,13,
14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 2522628, 29, 30, 31, 32, 33, 34, 35, 36, 37, 3848941,

42,43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 5355456, 57, 58, 59, 60, 61, 62, 63, 64, 65, 6666769,
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70,71,72,73,74,75,76,77,78, 79, 80, 8188284, 85, 86, 87, 88, 89, 90, 91, 92, 93, 9498597,

98, 99, 100) as indicated in Table 4.1 below

Table 4.1 Training set of records at the root node

Smdent| Size of | Parenty education Parents Parents Aomthly | Academic
family level employment status | marital statos imcome Performance

1 Small Educatad Employad Nlarriad High Good
2 Larg= Unaducatad Unamplorrad Singls Low Bad
3 Largs Unsducatad Employad Nlarriad High Bad
4 Larps Eduwcatad Un=mployad Singla Low LE ]
5 Small Unsducatad Employad Nlarriad High EBad
] Largs Educatad Employad Nlarriad Low Good
T Small Uneducatad Employed NIarried Low L]
g Larpa Educatad Unemplovad Singla High Ead
LU Larg= Educatad Emplorad Wlamiad Low oo
1% Larps Eduwcatad Emplosyad Singls Hizh Bad
11 Small Unsducated Unemplorrad Iul=rriad Low LE ]
12 Larps Eduwcatad Emplosyad Singla Hizh Bad
13 Small Eduwcatad Unemployad Mlarriad Hizh Bad
14 Larg= Uneducatad Employed Singls Low Ead
15 Small Educatad Unemployead Nlarriad High Grood
16 Larg= Unaducatad Emplosad WIarriad Lo Good
17 Larps Eduwcatad Unemployad Singla Hizh Bad
15 Small Unsducated Emplosad Nlarriad Low EBad
1% Largs Educatad Employad Singla High Bad
20 Small Unsducatad Un=mployed Nlarriad High Good
21 Larga Unaducatad Emplosyad Marriad Low G
12 Larps Eduwcatad Unemplorad Singla Low Bad
13 Small Unaducatad Emploryad Singla High Good
24 Small Educatad Employad Nlarriad Low Bad
15 Larps Unsducated Un=mployad Singla High G
26 Small Educatad Employed Nlarriad High Good
7 Larpa Educatad Unemplovad MIamiad Low Goeped
23 5mall Unsducatad Employad Singls High Ead
2% Largs Educatad Employad Nlarriad Low Bad
30 Larg= Unaducatad TUnamplorad Singls Low Ead
£ Small Educatad Employad Dularriad High Good
a2 Larg= Unaducatad Unemplorrad Singla Lo Bad
33 Small Educatad Employad N larriad High Bad
A4 Larps Edwcatad Emplosad Singls Low LE ]
R Small Unaducatad Unemploved hlarriad Hizh EBad
N Larps Eduwcatad TUnemploryad Singla Low LE ]
aT 5mall Educatad Emploryad I larriad High Ead
A5 Small Unsducated Unamplorad Singla Low LE ]
g Largs Unsducatad Employad Nlarmiad High Bad
40 Larps Eduwcatad Emplosyad Singla Hizh LE ]
41 Larps Unsducated Un=mployad Ilarriad Low LE ]
42 Larps Unsducated Un=mployad Singla Low Bad
43 Small Educatad Employad Nlarriad High Good
44 Larga Educated Employead Singla Low Ead
45 Larps Unsducated Un=mployad Ilarriad Low LE ]
46 Small Educatad Employad Singla High Bad
47 Small Unsducatad Unemployad Nlarriad High Good
45 Larps Unsducated Un=mployad Singla Low Bad
48 Largs Educatad Employad Nlarriad Low Good
&0 Small Unaducatad Uznemplovad Singla High Ead
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51 Larzz Educatad Employad Nlamiad Low Grood
52 Small Educatad Unamployad Singla Hizgh L]
53 Larza Unsducatad Employad Nlamiad Low Bad
54 Larga Educatad Empload Singla High L]
55 Small Educatad Unemployad Nlamiad Low Bad
56 Larza Unsducatad Employad Nlamiad High Gond
57 Small Unsducatad Employad Nlamiad Low Bad
58 Larga Educatad Unamployad larriad Low L]
50 Larza Unsducatad Employad Nlamiad High Gond
&0 Small Educatad Employad Singls High Bad
6l Larga Uneducarad Emplocrad Singla Low Ead
2 Larga Educatad Unamployvad Nlamiad Hizh Ead
63 Small Unaducatad Emplovad Singla Low L]
64 Larga Educatad Unamployad larriad Hizgh Ead
G5 Larza Unsducatad Employad Nlamiad Low Gond
171 Small Educatad Unamployad Singla Low Ead
&7 Small Unaducatad Employad Mlarriad Hig L]
63 Larga Educatad Unemploved Singla Low Ead
L Small Unsaducatad Employad Nlamiad Hig Gond
T Larga Eduwcatad Unamployad Ilarriad Low Ead
71 Larga Eduwcatad Emplovad Singla Hig Ead
T2 Larga Unaducatad Unamployad Mlarriad Low L]
73 Larga Eduwcatad Emplovad Singla Low Ead
74 Small Unaducatad Unemployad Nlamiad Hisgh Grood
T5 Larga Eduwcatad Employad Single Low Ead
Th Small Unaducatad Emplowad Mlarriad Low Ead
7 Small Unaducatad Unamployad Nlamiad Hig L]
T8 Larga Eduwcatad Unamployad Singla Low Ead
e Larga Unaducatad Employad Nlarriad Hig Ead
Fit1] Larga Eduwcatad Emplowad Singla Low L]
i1 Small Edwcatad Unamployad Ilarriad Hig Ead
42 Larza Uneducatad Employad Nlamiad Low Gond
33 Small Unaducatad Trnemploryad Singla High Ead
a4 Larza Educatad Employad Nlami=d Low Bad
a5 Small Unsaducatad Unemployed Nlamiad High Gond
&6 Small Educatad Emplovad Singla Low Ead
a7 Larga Unaducatad Unamplovad Mlarriad High L]
48 Small Educatad Employad Singls Low Bad
bl Small Unaducatad Unamployad Mlarriad Low Ead
B Larga Educatad Emplorad Singla Low Cropedd
21 Small Uneducatad Unemployad Nlamiad High Bad
a2 Small Uneducatad Employad Nlamiad Low Gond
L] Larga Educatad Unemployad Aingla Low L]
LUE ] Small Unaducatad Emplovad Mlamiad Low Ead
85 Larga Educatad Unamployad Singla Hizh Ead
&6 Small Educatad Employad Nlamiad Low Gond
LUn) Larga Uneducatad Trnemplosvad Singla Low Ead
ik Small Educatad Employad Nlamiad Hisgh Grood
e Larga Educatad Unamployad Singla Low Ead
1Ml Small Unsducatad Employad Nlamiad Low Bad

46 of the 100 records are classified as good acadeenformance, with the remaining 54 records

Entropy before splitting

classified as bad academic performance, the entvefore splitting is;

PGAP = 2% pBap = 2%

100’

100

H(T)=-) Pjlog, (P))
J
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46

100 2% 100 100 0% g0

= — 0.46 l0gx( 0.46) — 0.54 logx( 0.54))
= — 0.46 (—1.120) — 0.54 (0.888) = 0.994 bit
After the analysis, compare the entropy of eaclickate split against H(T) = 0.994 to see whichtspli
results in the greatest reduction in entropy (@n gainformation).
Size of family
For candidate split 1 (size of family), 44 recohdse ‘Small family’ size and 56 records have ‘Large
family’ size.

44 56

Psman= 100" Rarge = E

Entropy for small family size

44 records (21 good, 23 bad)

21 21 23 23
= 2 loa() — . log(;)

= — 0.477 logx( 0.477 ) — 0.523 logy( 0.523 )

= — 0477 (—-1.067) — 0.523 (- 0.935 ) = 0.997

Entropy for large family size

7 records (4 good, 3 bad)

25 25 31 31
< lagp@=Fee=logp(-—)

56
= — 0.446 logy(0.446 ) — 0.554 logy( 0.554 )
= — 0.446 (—1.164) — 0.554 (—0.852) = 0.991

Combine the entropies of these two subsets

44 56
= (0.997) +2(0.991)

= 0.44 (0.997) + 0.56(0.991) = 0.993
The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)
0.994 - 0.993 9.001 bit

Parent’s education level

For candidate split 2 (Parent’s education leveéd)récords have ‘Educated’ status and 47 records hav

‘Uneducated’ status.

pg. 48



53 47

I:)educated— 100’ I:)uneducated— m

Entropy for educated status

53 records (23 good, 30 bad)

23
53

23 30 30
loge(5) — 5 l0g(3)
= — 0.434 log,(0.434) — 0.566 logy( 0.566 )

= — 0.434 (—-1.204) — 0.566 (—0.821) = 0.987

Entropy for uneducated status

47 records (23 good, 24 bad)

23

23 24 24
~ |092(E) i |092(E)

= — 0.489 l0gy(0.489 ) — 0.511 logy(0.511 )
= — 0.489 (—1.032) — 0.511 (—0.968 ) = 0.999

Combine the entropies of these two subsets,

53
100

= 0.53(0.987) + 0.47 (0.999) = 0.992

47
(0.987) +—(0.999)

The information gain represented by the split anRlarents education level attribute is;
gain(S) = H(T) - Hs(T)
0.994 - 0.992 9.002 bit

Parent’s employment status

For candidate split 3 (Parent's employment statdd)records have ‘Unemployed’ status and 56

records have ‘Employed’ status.
44 56

Punemployed: 100" IDemployed: 100

Entropy for unemployed status

44 records (19 good, 25 bad)

19 19 25 25
= S low() — log(])

= — 0432 10gy(0.432 ) — 0.568 logs( 0.568 )
= — 0432 (=1.211) — 0.568 (- 0.816 ) = 0.986

Entropy for employed status

56 records (27 good, 28 bad)
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27 27 28 28
— o lod() — log(o)

— 0.482 10g(0.482) — 0.510g2(0.5)

— 0.482(-1.052) — 0.5 (—1)=1.00

Combine the entropies of these two subsets,

44 56
Tog (0-986) +— (1.00)

= 0.44(0.986) + 0.56 (1.00) = 0.993
The information gain represented by the split anRlarents employment status attribute is;
gain(S) = H(T) - Hs(T)
0.994 - 0.993 ©.001 bit
Parents marital status

For candidate split 4 (Parents marital status)reégpdrds have ‘Married’ status and 43 records have

‘Single’ status.
57 43

P . = _' P = —
married 100 single 43

Entropy for married status

57 records (33 good, 24 bad)
33 33 24 24
— 5, oa() — - log(:)
= — 0.579 logy(0.579 ) — 0.421 log,(0.421)
— 0.579 (—0.788) — 0.421 (—1.248 ) =0.98

Entropy for single status

43 records (13 good, 30 bad)
13 13 30 30
— S loa(7) = log(7)
0.302 logx( 0.302 ) — 0.698 logy( 0.698)

0.302 (—1.727) — 0.698 (—0.518 ) = 0.883

Combine the entropies of these two subsets,

57 43

= 0.57(0.98) + 0.43(0.883) =0.938

The information gain represented by the split anRlarent marital status attribute is;
gain(S) = H(T) - Hs(T)
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0.994 — 0.938 9.056 bit

Parents monthly income

For candidate split 5 (Parents monthly income),égords have low income and 45 records have high

income.

55 45

Phlgh income— 100

Plow income™ ——,
low income 100

Entropy for low income

55 records (25 good, 30 bad)

25 25 30 30
. loga( ;) T 2 |092(E)
= — 0.455 l0gy( 0.455) — 0.545 logy( 0.545 )

= — 0.455 (—-1.136) — 0.545 (—0.875 ) = 0.993

Entropy for high income

45 records (21 good, 24 bad)

)

= — 0.467 l0gy(0.467 ) — 0.533 logy( 0.533 )

21

21 24 24
— 2 l0g(2) — Zlog( -

= — 0.467 (— 1.098) — 0.533 (—0.907 ) = 0.996

Combine the entropies of these two subsets,

55
100

= 0.45(0.996) + 0.55(0.993 ) = 0.994

45
(0.993) +— (0.996)

The information gain represented by the split @nRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.994 - 0.994 9.000 bit
Table 4.2 summarizes the information gain for ezaididate split at the root node. Candidate split 4
Parents marital status has the largest informaaon, and so is chosen for the initial split by @5

algorithm. The partial decision tree resulting fr@#.5's initial split is shown in Figure 4.1

pg. 51



Table 4.2 Information Gain for each candidate silthe root node

Candidate Split Child Nodes Information Gain (Entropy Reduction)
1 Size of family = Small 0.001 bits
Size of family = Large
2 Parent’s education level = Educated 0.002 bits
Parent’s education level = Uneducated
3 Parent’s employment status = Employed 0.001 bits
Parent’s employment status = Unemployed
4 Parents marital status = Single 0.056 bits
Parents marital status = Married
5 Monthly incomg 1 I;,ov; N 7y 1 0.000 bits

Figure 4.2 shows the partial decision tree resylifiiam C4.5's initial split.

PMS = Single

Monthly Income = High

Root
node all
records

PMS = Married

The initial split has resulted in the creationwbtnew decision nodes. The 43 records at deciside n

1 (Parents marital status = single) contain bothdgand bad academic performance. In the same vein,

the 57 records at decision node 2 (Parents mata#lis = married) also contain both good and bad

academic performance necessitating the need fareiusplitting.

4.2.2 Candidate split at decision node 1

Determining the optimal split for decision nodedntaining records (2, 4, 8, 10, 12, 14, 17, 19232
25, 28, 30, 32, 34, 36, 38, 40, 42, 44, 46, 4853054, 60, 61, 63, 66, 68, 71, 73, 75, 78, 8088388,

90, 93, 95, 97, 99) as indicated in Table 4.3 below
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Table 4.3 Training set of records available atsleainode 1

Student | Size of | Parents education Parents Parents AMonthly | Academic
family Tevel emplovment status | marital status income Performance

] Large Uneducated Unemployad amgle Low Bad
k) Large Educated Unemployed Smgle Low Good
] Large Educated Unemployed Smpgle High Ead
10 Large Educated Emplovyed Smpgle High Ead

2 Large Eduecated Employed smgls High Bad
14 Large Uneducated Employed Smgle Low Ead
17 Large Educated Unemployed Smgle High Ead
19 Large Educated Employed Smgle High Ead
1l Large Educated Unemplovad Smgls Low Bad
2 small Uneducated Employed smgls High (ood
25 Large Uneducated Unemployed Smgle High Good
I3 Small Uneducated Employed Smgle High Ead
K1) Large Uneducated Unemployved smgle Low Bad

2 Large Uneducatad Unemploved Smgls Low Bad
kE Large Educated Employe=d Smgle Low Good
36 Large Educated Unemploved Smgle Low Good
33 Small Uneducated Unemployed amgle Low Good
40 Large Educated Employed smgle High (zood
i3 Large Uneducated Unemploved Smgle Low Ead
4 Large Educated Employed Smgle Low Ead
46 Small Educated Employed Smgle High Ead
43 Large Uneducated Unemployed Smgle Low Ead
=0 Small Uneducated Unemployed Smgle High Ead
i) Small Educated Unemployed Smgle High Good
a4 Large Educated Employed Smpgle High Good
G Small Educated Employed Smgle High Ead
61 Large Uneducated Employed Smpgle Low Ead
63 small Uneducated Employed Smgls Low Good
66 Small Educated Unemployed amgle Low Ead
63 Large Educated Unemploved Smpgle Low Ead
71 Large Educated Employed Smpgle High Ead
13 Large Educated Employed amgle Low Bad
TS Large Educated Employed Smgle Low Ead
T3 Large Educated Unemployed Smgle Low Ead
a0 Large Educated Employed Smpgle Low Good
a3 small Uneducated Unemploved oingls High Ead
a6 small Educated Employed amgle Low Bad
53 Small Educated Employe=d Smgle Low Ead
1] Large Educated Employed Smpgle Low Good
03 Large Educatad Unemployvad Smels Low (zood
05 Large Educated Unemployed amgle High Bad
oy Large Uneducated Unemployed Smgle Low Ead
o9 Large Educated Unemployed Smple Low Ead

Entropy before splitting

13 of the 43 records are classified as good acadeerformance, with the remaining 30 records

classified as bad academic performance, the entrefore splitting is;

PGAP = £ pap = 22
43 43

H(T)=-) P jlog: (P)
J

13 30 30

13
— 2 10%(5) — Sl (G

= — 0.302 logy(0.302) — 0.698 logx( 0.698)
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= — 0.302 (—1.727) — 0.698 (—0.518) = 0.883
After the analysis, compare the entropy of eaclickte split against H(T) = 0.883 to see whichtspli

results in the greatest reduction in entropy (an gainformation).

Size of family
For candidate split 1 (size of family), 12 recohdse ‘Small family’ size and 31 records have ‘Large
family’ size.

31

12
Psmai= 3 Rarge = 43

Entropy for small family size

12 records (4 good, 8 bad)
4 4 8 8
— 5 log( ) — 5 log( )
= — 0.3331002(0.333 ) — 0.667 logx( 0.667 )

= — 0.333(—1.586) — 0.667 (—0.584 ) = 0.917

Entropy for large family size

31 records (9 good, 22 bad)
9 9 22 22
— 37 l0%(57) — $7log(5T)
= — 0.29 log(0.29) — 0.71 logy(0.71 )
= — 0.29 (—1.785) — 0.71 (— 0.494 ) = 0.868

Combine the entropies of these two subsets
12 31
23 (0.917) o= (0.868)

= 0.279 (0.917) + 0.721(0.868) = 0.881
The information gain represented by the split angize of family attribute is;
gain(S) = H(T) - Hs(T)
0.883 - 0.881 9.002 bit

Parent’s education level

For candidate split 2 (Parent’s education leveéd)récords have ‘Educated’ status and 15 records hav

‘Uneducated’ status.

28 15

P, = =
educated™ 43’ uneducated— 43

Entropy for educated status
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28 records (9 good, 19 bad)

9 9 19 19
— 55 10e(72) — —-log(5;)

= — 0.32110g5( 0.321) — 0.679 logy( 0.679 )

= — 0.321(-1.639) — 0.679 (—0.558 ) = 0.905

Entropy for uneducated status

15 records (4 good, 11 bad)
4 4 11 11
— clog( ) — log(7)
= — 0.267 l0gx(0.267 ) — 0.733 logx( 0.733)

= — 0.267 (—1.905) — 0.733 (— 0.448 ) = 0.837

Combine the entropies of these two subsets,
28 15
75 (0.905) += (0.837)

= 0.651(0.905) + 0.349 (0.837) = 0.881
The information gain represented by the split anRlarents education level attribute is;
gain(S) = H(T) - Hs(T)
0.883 - 0.881 6.002 bit

Parent’'s employment status

For candidate split 3 (Parent’'s employment statBf)records have ‘Unemployed’ status and 21

records have ‘Employed’ status.

22 21
I:)unemployed— ‘43, I:)employed— E

Entropy for unemployed status

22 records (6 good, 16 bad)

19

19 25 25
— S loa() — log(Z])

4
= — 0.273 10gx(0.273 ) — 0.727 logx( 0.727 )
= — 0273 (—1.873) — 0.727 (— 0.459 ) = 0.845

Entropy for employed status

21 records (7 good, 14 bad)
7 7 14 14
— 57 l0g(-) — S log(57)

= — 0.33310g,(0.333) — 0.667 l0gx( 0.667 )
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= — 0.333(—1.586) — 0.667 (—0.584 ) = 0.917

Combine the entropies of these two subsets,
22 21
e (0.845) -IE (0.917)

= 0.512 (0.845) + 0.488(0.917) =0.88
The information gain represented by the split anRlarents employment status attribute is;
gain(S) = H(T) - Hs(T)
0.883 — 0.880 9©.003 bit

Parents marital status

For candidate split 4 (Parents marital status}alecords have ‘Single’ status. This will resalthis
attribute having the same number of bits as theopptbefore splitting since they all use the same
number of good and bad academic performance intetteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income);gt®rds have low income and 17 records have high

income.

26 g 5/

P - :_' q 4 e =
low income 43 I:Jhlgh income 43

Entropy for low income

26 records (8 good, 18 bad)

8 8 18 18
= 3¢ l0g:(5) — s log(5)
= — 0.308 10gx(0.308 ) — 0.692 log,(0.692)
= — 0.308 (—1.698) — 0.692 (- 0.531) = 0.890

Entropy for high income

17 records (5 good, 12 bad)
5 5 12 12
— = log( ) — - log:( 1)
= — 0.294 logy(0.294 ) — 0.706 logy( 0.706 )

= — 0.294 (- 1.766 ) — 0.706 (—0.502 ) = 0.873

Combine the entropies of these two subsets,

2% (0.890) +- (0.873)
43 43
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= 0.605 (0.890) + 0.395(0.873 ) = 0.883
The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.883 — 0.883 9.000 bit
Table 4.4 summarizes the information gain for ezafdidate split at decision node 1. Candidate split
3, Parents employment status has the largest iattwmgain, and so is chosen for the initial spjit
the C4.5 algorithm. The partial decision tree riisglfrom C4.5's initial split is shown in Figure34

Table 4.4 Information Gain for each candidate sildecision node 1

Candidate Split Child Nodes Information Gain (Entropy Reduction)

1 Size of family = Small 0.002 bits

Size of family = Large

2 Parent’s education level = Educated 0.002 bits

Parent’s education level = Uneducated

3 Parent’s employment status = Employed 0.003 bits

Parent’s employment status = Unemployed

4 Parents marital status = Single 0.000 bits

5 Monthly income = Low 0.000 bits

Monthly Income = High

PES = Emploved PES =Unemploved

Figure 4.3 shows the partial decision tree regyliom C4.5's initial split.

The initial split has resulted in the creationwbtnew decision nodes. The 21 records at deciside n

3 (Parents employment status = employed) contatim ¢pood and bad academic performance. In the
same vein, the 22 records at decision node 4 (Bagemployment status = unemployed) also contain
both good and bad academic performance necesgitagémeed for further splitting.

4.2.3 Candidate split at decision node 2

Determining the optimal split for decision node@ntaining records (1, 3,5, 6,7, 9, 11, 13, 5518,

20, 21, 24, 26, 27, 29, 31, 33, 35, 37, 39, 4148347, 49, 51, 53, 55, 56, 57, 58, 59, 62, 6468569,
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70,72,74,76, 77,79, 81, 82, 84, 85, 87, 8992194, 96, 98, 100) as indicated in Table 4.5Wwel

Table 4.5 Training set of records available atsleainode 2

Student | Size of | Parents education Parenty Parents Aonthly | Acedemdc
Tamly level employvment yiamas | marital stams imcome Performance

1 Small Educatad Employad Wlarriad High Grpeped
3 Larza Unadwcatad Employad Wlarriad Hizh Bad
5 Small Unadwcatad Employad Wlarriad High Ead
[ Largs Eduwcatad Employad Wlarriad Low Crerndl
T Small Unadwcatad Employad Wlarriad Laonsr L]
o Largs Eduwcatad Employad Wlarriad Low Crerndl
11 Small Unadwcatad Unemployvad Wlarriad Laonsr LE ]
13 Small Educatad Unemployad Wlarriad Hizh Bad
15 Small Educatad TUnemplosyad Wlarriad High [
16 Larma Unadwcatad Employad NIarriad Laonsr ot
18 Small TUnadwcated Employad W larriad Low Ead
20 Small Unedwcatad Unemplovad Wlarriad High Crpeped
21 Larga Unedwcatad Employad WIarriad Lonsr Gopepetdl
24 Small Educatad Emplorad Wlarriad Low Bad
26 Small Eduwcatad Emploved Wlzrriad High Crpeped
27 Larma Educated Unemplovead Wlamriad Lonsr LE ]
L Largs Eduwcatad Emplovad Wlarriad Low Bad
al Emall Educated Emplosyad Wlarriad Hirh [
A3 Small Educated Employad Wlarriad High Ead
as Small TUnadwcated TUn=mplovad Wlarriad High Ead
a7 Small Eduwcatad Emplosad Wlarried Hirh Bad
EL Largs TUnadwcated Employad W larriad High Ead
41 Largs Unedwcatad Unemplovad Wlzrriad Low Crpeped
43 Emall Educatad Employed Wlarriad High Grpepud
45 Largs TUnadwcated TUn=mploved Wlarriad Low Grpendl
47 Emall Unadwcatad Unemplosyad Wlarriad Hirh [
4% Larma Educatad Emplosrad NIarriad Laonsr et
&1 Larza Eduncatad Emplosad hIarriad Laonsr Gopeperdl
=3 Larma TUnadwcatad Employad Wlarriad Laonsr Bad
R Small Eduwcated TUn=mplovad Il=rriad Low Ead
o Largs TUnadwcaied Emplorad Wl=rriad High Grpendl
57 Small Unedwcatad Employed Wlarriad Low Bad
=5 Largs Eduwcated Un=mploved Wlarriad Low Grpendl
= Larpa Unadwcatad Emplorad Wlarriad Hirh [
52 Larma Educated Unemplowvad NIamriad Hizh Ead
i Larza Eduwcated TUnemployad Wlarriad High Ead
s Larma Unadwcatad Emplorad Nlarriad Laonz: et
7 Small Unedwcatad Employad Wlarriad High Grpepetd
[ Small Unedwcatad Employad Wlarriad High Crpeped
TO Largs Educatad TUn=mplovad Ilarriad Low Ead
T2 Largs TUnedwcated TUn=mploved W larriad Low Groendl
74 Small Unadivcated Unemployad Wlarriad High Crpeped
T Emall Unadwcated Emplosrad Wlarriad Lo Bad
T Small Unedwcatad Unemplovad Wlarriad High Crpeped
™ Larpa Unadwcatad Emplosgad Wlarriad Hirgh EBad
81 Small Eduwcatad Unemployad Wlarriad Hizh Bad
82 Larza Trnadwcatad Emplorad hIarriad Laonsr Gopenetdl
84 Larsa Eduwcatad Employad W larriad Laonsr Ead
85 Small TUnadwcated TUn=mplovad I Larriad High Grpenndl
87 Largs Unadwcated Un=mploved Wlarriad High Crerndl
L Small TUnaducatad TUnemplovad Llarmri=d Low Ead
a1 Small Unaducatad Unemploved Wlzrriad High Ead
a2 Emall Unaducatad Emplovad W larriad Lo [T
o4 Small Uneducatad Emplovead Wlarriad Low Ead
o6 Emall Educatad Emplovad W larriad Lo [T
o5 Small Educatad Emplovad Wlarriad Hirsh [
1k Small Unaducatad Emplovad Wlzrriad Low Ead

35 of the 57 records are classified as good acadesrformance, with the remaining 24 records

Entropy before splitting

classified as bad academic performance, the enbvefore splitting is;
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24

PGAP = 2> pBAP = 22
57 57

H(T)=-) P jlog: (P)
J

- g |092(§) - %'092 &
= — 0.579 logy( 0.579) — 0.421 log,( 0.421)
= — 0.579 (—0.788) — 0.421 (—1.248) = 0.982 bit
After the analysis, compare the entropy of eacldickte split against H(T) = 0.982 to see whichtspli

results in the greatest reduction in entropy (@n gainformation).

Size of family
For candidate split 1 (size of family), 32 recohdse ‘Small family’ size and 25 records have ‘Large
family’ size.

32 25
Psman= 57 Iqarge = 5_7

Entropy for small family size

32 records (17 good, 19 bad)
17

17 19 19
= 55 10%(57) — 55 log(53 )
= — 0.531 logy(0.531) — 0.469 logz( 0.469 )
= — 0.531 (= 0.913) — 0.469 (— 1.092 ) = 0.996

Entropy for large family size

25 records (16 good, 9 bad)
16 16 9 9
— o log(52) — —-log(57)
= — 0.64 logy(0.64) — 0.36 logy(0.36)
= — 0.64 (—0.644) — 0.36 (—1.474 ) = 0.943

Combine the entropies of these two subsets
32 25
= (0.996) = (0.943)
= 0.561 (0.996) + 0.438(0.943) = 0.972
The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)

0.982 - 0.972 9.010 bit
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Parent’s education level

For candidate split 2 (Parent’s education level)rétords have ‘Educated’ status and 33 records hav

‘Uneducated’ status.

24 33

P F—, R Fe—
educated™ 57’ uneducated— 57

Entropy for educated status

24 records (14 good, 10 bad)

14
24

14 10 10
|ng(z) - |ng(§)

2
= — 0.583 l0gs(0.583) — 0.417 log,(0.417)
= — 0.583 (—0.778) — 0.417 (—1.262) = 0.979

Entropy for uneducated status

33 records (20 good, 13 bad)

20

20 13 13
3 |092(§) - |092(§)

= — 0.606 l0gx( 0.606 ) — 0.394 log,( 0.394 )

= — 0.606 (—0.723) — 0.394 (—1.344 ) = 0.967

Combine the entropies of these two subsets,
24 33
< (0.979) +— (0.967)

= 0.421(0.979) + 0.578(0.967) =0.971
The information gain represented by the split anRlarents education level attribute is;
gain(S) = H(T) - Hs(T)
0.982 - 0.971 9.011 bit

Parent’s employment status

For candidate split 3 (Parent's employment statdg)records have ‘Unemployed’ status and 35

records have ‘Employed’ status.
22 35

Punemployed™ 57 Pemployed= T7
Entropy for unemployed status

22 records (13 good, 9 bad)

13 13 9 9
= 5 lo(55) — 5> log(5;)

= — 0.591 10g»(0.591 ) — 0.409 log,( 0.409 )
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= — 0.591 (—0.759 ) — 0.409 (—1.289 ) = 0.976

Entropy for employed status

35 records (20 good, 15 bad)

20 20 15 15
— 52 loe(0) — Solog(3;)
= — 0571 logy( 0.571) — 0.429 logy( 0.429 )
= — 0.571(—0.808) — 0.429 (—1.221) = 0.985

Combine the entropies of these two subsets,
35 22
- (0.985) +— (0.976)

= 0.614 (0.985) + 0.386 (0.976) = 0.981
The information gain represented by the split anRlarents employment status attribute is;
gain(S) = H(T) - Hs(T)
0.982 — 0.981 ©.001 bit

Parents marital status

For candidate split 4 (Parents marital status)>aliecords have ‘Married’ status. This will resal
this attribute having the same number of bits asetitropy before splitting since they all use tas
number of good and bad academic performance inietteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income);&g®rds have low income and 28 records have high

income.

29 28

—, Phigh income= 5

Piow income= 57’

Entropy for low income

29 records (17 good, 12 bad)

17
29

= — 0.586 l0gx( 0.586 ) — 0.414 logy( 0.414 )

17 12 12
logo(55) — 75 l0g(57)

= — 0.586 (—0.771) — 0.414 (— 1.272) = 0.978

Entropy for high income

28 records (16 good, 12 bad)
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16 16 12 12
— 75 10%(5;) — 55 log:(57)

= — 0.571 logy( 0.571) — 0.429 logy( 0.429 )
= — 0.571 (- 0.808) — 0.429 (—1.221) = 0.985

Combine the entropies of these two subsets,
2 (0.978) +2 (0.985)
57 57

= 0.509 (0.978) + 0.491(0.985) = 0.981
The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.982 - 0.981 ©.001 bit
Table 4.6 summarizes the information gain for ezaididate split at decision node 2. Candidate split
2, Parents education level has the largest infoomafain, and so is chosen for the initial splittbg
C4.5 algorithm. The partial decision tree resulfirgm C4.5's initial split is shown in Figure 4.4

Table 4.6 Information Gain for each candidate sildecision node 2

Candidate Split Child Nodes Information Gain (Entropy Reduction)

1 Size of family = Small 0.001 bits

Size of family = Large

2 Parent’s education level = Educated 0.011 bits

Parent’s education level = Uneducated

3 Parent’s employment status = Employed 0.001 bits

Parent’s employment status = Unemployed

4 Parents marital status = Married 0.000 bits

5 Monthly income = Low 0.001 bits

Monthly Income = High

PEL = Educated PEL = Uneducated

Figure 4.4 shows the partial decision tree regyliiom C4.5's initial split.
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The initial split has resulted in the creationwbtnew decision nodes. The 24 records at deciside n

5 (Parents education level = educated) contain gpotld and bad academic performance. In the same
vein, the 33 records at decision node 6 (Parentsagn level = uneducated) also contain both good
and bad academic performance necessitating thefoedther splitting.

4.2.4 Candidate split at decision node 3

Determining the optimal split for decision node@8ntaining records (10, 12, 14, 19, 23, 28, 34440,

46, 54, 60, 61, 63, 71, 73, 75, 80, 86, 88, 9Ghaicated in Table 4.7 below.

Table 4.7 Training set of records available atsleainode 3

Student | Size of | Parents education Parents Parents Monthly | Academic
family level employment status | marital status income Performance

10 Large Educated Emploved Single High Bad
12 Large Educated Emploved Single High Bad
14 Large Uneducated Emploved Single Low Bad
19 Large Educated Emploved Single High Bad
23 Small Uneducated Employed Single High Good
28 Small Uneducated Emploved Single High Bad
34 Large Educated Employed Single Low Good
40 Large Educated Employed Single High Good
44 Large Educated Employed Single Low Bad
46 Small Educated Employed Single High Bad
54 Large Educated Employed Single High Good
60 Small Educated Employed Single High Bad
61 Large Uneducated Employed Single Low Bad
63 Small Uneducated Emploved Single Low Good
71 Large Educated Employed Single High Bad
73 Large Educated Employed Single Low Bad
75 Large Educated Employed Single Low Bad
80 Large Educated Employed Single Low Good
86 Small Educated Employed Single Low Bad
88 Small Educated Employed Single Low Bad
920 Large Educated Employed Single Low Good

Entropy before splitting

7 of the 21 records are classified as good acadesribrmance, with the remaining 14 records

classified as bad academic performance, the enbvefoye splitting is;

PGAP = = PBAP = =2
21 21

H(T)=-) P jlog: (P)
J

7 7 14 14
— o7log(57) — 5710 GGy
— — 0333 logy(0.333 ) — 0.667 log( 0.667 )
— — 0.333(—1.586) — 0.667 (—0.584 ) = 0.917
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After the analysis, compare the entropy of eachuickte split against H(T) = 0.917 to see whichtspli

results in the greatest reduction in entropy (@n gainformation).

Size of famil
For candidate split 1 (size of family), 7 records/é ‘Small family’ size and 14 records have ‘Large
family’ size.

7 14
Psmail= 57, Parge=—=
21 21

Entropy for small family size

7 records (2 good, 5 bad)
2 R 5 5
— Zlog(3) — > log(>)
= — 0.286 1002(0.286 ) — 0.714 log,(0.714)

= — 0.286 (—1.806) — 0.714 (— 0.486 ) = 0.863

Entropy for large family size

14 records (4 good, 10 bad)
4 4 10 10
x5 |092(;;) - w |092(E)
= — 0.286 10g,(0.286 ) — 0.714 logx(0.714 )
= — 0.286 (—1.806) — 0.714 (—0.486 ) = 0.863

Combine the entropies of these two subsets
- (0.863) +31 (0.863)
= 0.333 (0.863) + 0.667 (0.863) = 0.863
The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)
0.917 - 0.863 9.054 bit

Parent’s education level

For candidate split 2 (Parent’s education leve8)rdcords have ‘Educated’ status and 5 records have

‘Uneducated’ status.

16 5

P, F—, PR F—
educated™ 21 uneducated— 21

Entropy for educated status

16 records (5 good, 11 bad)
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5
16

log( ) — = log(T)
= — 0.312 l0gx(0.312) — 0.688 log,( 0.688 )
= — 0.312 (-1.68) — 0.688 (—0.539)=0.894
Entropy for uneducated status

5 records (2 good, 3 bad)

2 2 3 3
— zlog(5) — clog(:)
= — 0.4100(0.4) — 0.6 log:(0.6)
= —04(-1.321) — 06 (—0.736) =0.97
Combine the entropies of these two subsets,
16 5
57 (0.894) +— (0.97)

= 0.761 (0.894) + 0.238 (0.97) = 0.911
The information gain represented by the split anRlarents education level attribute is;
gain(S) = H(T) - Hs(T)
0.917 - 0.911 9.006 bit

Parent’s employment status

For candidate split 3 (Parent’s employment staisR1 records have ‘Employed’ status. This will
result in this attribute having the same numbdsitsf as the entropy before splitting since theyiaé
the same number of good and bad academic perfoemiarice test set to perform the split. As a result
the entropy for this attribute 6000 bit

Parents marital status

For candidate split 4 (Parents marital status®hlecords have ‘Single’ status. This will resualthis
attribute having the same number of bits as theopptbefore splitting since they all use the same
number of good and bad academic performance ineteset to perform the split. As a result, the
entropy for this attribute 18.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income),etbrds have low income and 10 records have high

income.

11 10

ngh income— 21

Plow income™ ==
low income 21
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Entropy for low income

11 records (4 good, 7 bad)

4 4 7 7
— 7log() — T7log(7)
= — 0.364 10gx(0.364 ) — 0.636 logs( 0.636)
= — 0.364 (—1.457 ) — 0.636 (— 0.653 ) = 0.945

Entropy for high income

10 records (3 good, 7 bad)
3 3 7 7
— 75106 5) = 75 log(75)
= — 0.31002(0.3) — 0.7 10g2(0.7 )

= —03(-—1736) — 0.7 (—0.514 ) = 0.881

Combine the entropies of these two subsets,
11 10
pr- (0.945) = (0.881)

= 0.524 (0.945) + 0.476 (0.881) = 0.914
The information gain represented by the split @anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.917 — 0.914 ©.003 bit
Table 4.8 summarizes the information gain for ezaididate split at decision node 3. Candidate split
1, Size of family has the largest information gangd so is chosen for the initial split by the C4.5
algorithm. The partial decision tree resulting fr@#.5's initial split is shown in Figure 4.5

Table 4.8 Information Gain for each candidate sildiecision node 3

Candidate Split Child Nodes Information Gain (Entropy Reduction)

1 Size of family = Small 0.054 bits

Size of family = Large

2 Parent’s education level = Educated 0.006 bits

Parent’s education level = Uneducated

3 Parent’s employment status = Employed 0.000 bits
4 Parents marital status = Single 0.000 bits
5 Monthly income = Low 0.003 bits

Monthly Income = High
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SOF = Small

S50F =Large

Node

Figure 4.5 shows the partial decision tree regyliom C4.5's initial split.

The initial split has resulted in the creationwbtnew decision nodes. The 7 records at deciside no
7 (Size of family = small) contain both good andl la@ademic performance. In the same vein, the 14

records at decision node 8 (Size of family = largéo contain both good and bad academic

performance necessitating the need for furthettsgi

4.2.5 Candidate split at decision node 4

Determining the optimal split for decision nodedntaining records (2, 4, 8, 17, 22, 23, 25, 30382

38, 42, 48, 50, 52, 66, 68, 78, 83, 93, 95, 97,a839)ndicated in Table 4.9 below.

Table 4.9 Training set of records available atsleainode 4

Student | Size of | Parents education Parents Parents Monthly | Academic
family level employment status | marital status income Performance

2 Large Uneducated Unemploved Single Low Bad

4 Large Educated Unemploved Single Low Good
8 Large Educated Unemploved Single High Bad
17 Large Educated Unemploved Single High Bad
22 Large Educated Unemploved Single Low Bad
25 Large Uneducated Unemploved Single High Good
30 Large Uneducated Unemploved Single Low Bad
a2 Large Uneducated Unemploved Single Low Bad
36 Large Educated Unemploved Single Low Good
a8 Small Uneducated Unemploved Single Low Good
42 Large Uneducated Unemploved Single Low Bad
48 Large Uneducated Unemploved Single Low Bad
50 Small Uneducated Unemploved Single High Bad
52 Small Educated Unemploved Single High Good
66 Small Educated Unemploved Single Low Bad
68 Large Educated Unemploved Single Low Bad
78 Large Educated Unemploved Single Low Bad
83 Small Uneducated Unemploved Single High Bad
93 Large Educated Unemploved Single Low Good
95 Large Educated Unemploved Single High Bad
97 Large Uneducated Unemploved Single Low Bad
99 Large Educated Unemploved Single Low Bad
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Entropy before splitting

6 of the 22 records are classified as good acadesmnimrmance, with the remaining 16 records
classified as bad academic performance, the entrefore splitting is;

PGAP = 2  PBAP = 22
22 22

H(T)=-) P jlog: (P)
J

- %logz(%) - glogz Gs
= — 0.273 l0gx( 0.273) — 0.727 l0gx( 0.727)
= — 0.273 (— 1.873) — 0.727 (0.459) = 0.845 bit
After the analysis, compare the entropy of eacldickte split against H(T) = 0.845 to see whichtspli
results in the greatest reduction in entropy (@n gainformation).

Size of family

For candidate split 1 (size of family), 5 recordssé ‘Small family’ size and 17 records have ‘Large

family’ size.

5 17
I:)smallz Z: Iqarge = Z

Entropy for small family size

5 records (2 good, 3 bad)
2 7 3 3
— 2log(7) — Clog(7)
= — 0.41l0og(0.4) — 0.6 l0g:(0.6)

= — 04(—1321) — 0.6(—0.736 ) = 0.97

Entropy for large family size

17 records (4 good, 13 bad)
4 4 13 13
— log( ) — —log(>)
= — 0.235 logy(0.235) — 0.765 logy( 0.765 )
= — 0.235(—2.089) — 0.765 (—0.386 ) = 0.786

Combine the entropies of these two subsets
5 17
by (0.97) = (0.786)

= 0.227 (0.97) + 0.773(0.786) = 0.828
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The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)
0.845 - 0.828 9.017 bit

Parent’s education level

For candidate split 2 (Parent’s education levé)relcords have ‘Educated’ status and 10 records hav

‘Uneducated’ status.

12 10

P, F—, PR F—
educated™ 22" uneducated— 22

Entropy for educated status

12 records (4 good, 8 bad)
4 4 8 8
— 5 log(5) — - log(s)
= — 0.333 logy(0.333) — 0.667 logy( 0.667 )

= — 0.333(—1.586) — 0.667 (—0.584 ) = 0.917

Entropy for uneducated status

10 records (2 good, 8 bad)
2 2 8 8

— s log(5) — log( )

= — 0.210g2(0.2) — 0.8 10g2(0.8)
= — 0.2(—2.321) — 0.8(—0.321)=0.721
Combine the entropies of these two subsets,

12 10
- (0.917) +— (0.721)

= 0.455(0.721) + 0.545 (0.917) = 0.827
The information gain represented by the split anRlarents education level attribute is;
gain(S) = H(T) - Hs(T)
0.845 - 0.827 9.018 bit

Parent’s employment status

For candidate split 3 (Parents employment sta&lis2? records have ‘Unemployed’ status. This will
result in this attribute having the same numbdsitsf as the entropy before splitting since theyiaé
the same number of good and bad academic perfoemiarice test set to perform the split. As a result

the entropy for this attribute 000 bit
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Parents marital status

For candidate split 4 (Parents marital statusRalecords have ‘Single’ status. This will resalithis
attribute having the same number of bits as theopytbefore splitting since they all use the same
number of good and bad academic performance intiesteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income)relfords have low income and 7 records have high

income.

15
low income 22 ngh income 22

Entropy for low income

15 records (4 good, 11 bad)

4 4 11 11
— 1—5|092(E) 7 1s |092(1_5)

= — 0.267 logx(0.267 ) — 0.733 logx( 0.733)

= — 0.267 (—1.905) — 0.733 (— 0.448 ) = 0.837

Entropy for high income

7 records (2 good, 5 bad)
2 2 5 5
— - log,(5) — > log(5)
= — 0.286 10092(0.286 ) — 0.714 log,(0.714)

= — 0.286 (— 1.806 ) — 0.714 (— 0.486 ) = 0.863

Combine the entropies of these two subsets,
15 7
. (0.837) T (0.863)

= 0.681 (0.837) + 0.318(0.863 ) = 0.844
The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.845 - 0.844 ©.011 bit
Table 4.10 summarizes the information gain for ezididate split at decision node 4. Candidaté spli
1, Parents education level has the largest infoomafain, and so is chosen for the initial splittbg

C4.5 algorithm. The partial decision tree resulfirgm C4.5's initial split is shown in Figure 4.6
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Table 4.10 Information Gain for each candidatet spldecision node 4

Candidate Split

Child Nodes

Information Gain (Entropy Reduction)

1 Size of family = Small 0.017 bits
Size of family = Large

2 Parent’s education level = Educated 0.018 bits
Parent’s education level = Uneducated

3 Parent’s employment status = Unemployed 0.000 bits

4 Parents marital status = Single 0.000 bits

5 Monthly income = Low 0.011 bits

Monthly Income = High

PEL = Educated

PEL = Uneducated

Node Node

Figure 4.6 shows the partial decision tree resuiiom C4.5's initial split.

The initial split has resulted in the creationwbtnew decision nodes. The 12 records at deciside n

9 (Parents education level = educated) contain ¢potld and bad academic performance. In the same

vein, the 10 records at decision node 10 (Parehisation level = uneducated) also contain both good

and bad academic performance necessitating thefoedther splitting.

4.2.6 Candidate split at decision node 5

Determining the optimal split for decision nodeéntaining records (1, 6, 9, 13, 15, 24, 26, 27329

33, 37, 43, 49, 51, 55, 58, 62, 64, 70, 81, 8498% as indicated in Table 4.11 below.
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Table 4.11 Training set of records available aigiec node 5

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

1 Small Educated Emploved Married High Good
6 Large Educated Emplovyed Married Low Good
9 Large Educated Emploved Married Low Good
13 Small Educated Unemployed Married High Bad
15 Small Educated Unemployed Married High Good
24 Small Educated Employed Married Low Bad
26 Small Educated Emplovyed Married High Good
27 Large Educated Unemployed Married Low Good
29 Large Educated Emploved Married Low Bad
31 Small Educated Emploved Married High Good
33 Small Educated Emploved Married High Bad
37 Small Educated Employed Married High Bad
43 Small Educated Emploved Married High Good
49 Large Educated Emploved Married Low Good
51 Large Educated Emploved Married Low Good
55 Small Educated Unemployed Married Low Bad
58 Large Educated Unemployed Married Low Good
62 Large Educated Unemployed Married High Bad
64 Large Educated Unemployed Married High Bad
70 Large Educated Unemployed Married Low Bad
81 Small Educated Unemployed Married High Bad
84 Large Educated Employed Married Low Bad
96 Small Educated Employed Married Low Good
98 Small Educated Employed Married High Good

Entropy before splitting

13 of the 24 records are classified as good acadeerformance, with the remaining 11 records

classified as bad academic performance, the entyefoye splitting is;

PGAP = £ pgap=L1
24 24

H(T)=-) Pjlog: (P)
¥
~ glogz(g) = %logz G
= — 0.542 logy( 0.542) — 0.458 logy( 0.458))
= — 0.542 (—0.884) — 0.458 (—1.126) = 0.994 bit
After the analysis, compare the entropy of eaclickte split against H(T) = 0.994 to see whichtspli

results in the greatest reduction in entropy (@n gainformation).

Size of family
For candidate split 1 (size of family), 13 recohdse ‘Small family’ size and 11 records have ‘Large
family’ size.
13 11
Psmai= 2% Rarge = Z
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Entropy for small family size

13 records (7 good, 6 bad)
7 7 6 6
— 5 log( ) — log( )
= — 0.538100,(0.538) — 0.462 logy( 0.462 )

= — 0.538 (—0.894) — 0.462 (— 1.114 ) = 0.995

Entropy for large family size

11 records (6 good, 5 bad)
6 6 5 5
— log( ) — 1 log(+)
= — 0.545 l0gx(0.545) — 0.455 logx( 0.455)
= — 0.545 (- 0.875) — 0.455 (—1.136 ) = 0.994
Combine the entropies of these two subsets
13 11
Py (0.995) -~ (0.994)

= 0.542(0.995) + 0.458 (0.994) = 0.994
The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)
0.994 - 0.994 9.000 bit

Parent’s education level

For candidate split 2 (Parent’s education levél24records have ‘educated’ status. This widlui¢

in this attribute having the same number of bitshasentropy before splitting since they all use th
same number of good and bad academic performartie test set to perform the split. As a resué, th
entropy for this attribute i8.000 bit

Parent’'s employment status

For candidate split 3 (Parent’'s employment statusdcords have ‘Unemployed’ status and 15 records

have ‘Employed’ status.

9 15
I:)unemployed— ﬁ, I:)employed— ﬁ

Entropy for unemployed status

9 records (3 good, 6 bad)

3 3 6 6
= 5log(3) — 5log(3)
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= — 0.333 l0gx(0.333) — 0.667 logx( 0.667 )
= — 0.333(—1.586) — 0.667 (— 0.584 ) = 0.917

Entropy for employed status

15 records (10 good, 5 bad)
10 10 5 5
— log( ) — log(7)
= — 0.667 logy(0.667 ) — 0.333 logx( 0.333)

= — 0.667 (—0.584 ) — 0.333 (— 1.586 ) = 0.917

Combine the entropies of these two subsets,
9 15
» (0.917) | v (0.917)

= 0.375(0.917) + 0.625(0.917) = 0.917
The information gain represented by the split anRlarents employment status attribute is;
gain(S) = H(T) - Hs(T)
0.994 — 0.917 9.077 bit

Parents marital status

For candidate split 4 (Parents marital status)24ltecords have ‘married’ status. This will résal
this attribute having the same number of bits asetitropy before splitting since they all use tas
number of good and bad academic performance irieteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income),ek®rds have low income and 12 records have high

income.

12 12

E = Hﬂgh income= T~

Plowineome= =)
low income 24 24

Entropy for low income

12 records (7 good, 5 bad)

7 7 5 5
— 5 100%(3) — 5 log()

= — 0.583 l0ogy(0.583 ) — 0.417 logy(0.417 )

= — 0.583 (—-0.778) — 0.417 (—1.261 ) =0.979

Entropy for high income

12 records (6 good, 6 bad)
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— 25 100:(2) — 15 10g:(33)
= — 0.510g(0.5) — 0.510g(0.5)
=—-05(-1)-05(-1)=1
Combine the entropies of these two subsets,
ﬁ (0.979) % 1)
= 0.5(0.979) + 0.5(1) =0.989
The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.994 — 0.989 9.005 bit
Table 4.12 summarizes the information gain for eamtdidate split at decision node 5. Candidate spli
3, Parents employment status has the largest iafitmmgain, and so is chosen for the initial Smyit
the C4.5 algorithm. The partial decision tree rsglfrom C4.5's initial split is shown in Figure/4

Table 4.12 Information Gain for each candidatet gpldecision node 5

Candidate Split Child Nodes Information Gain (Entropy Reduction)

1 Size of family = Small 0.000 bits

Size of family = Large

2 Parent’s education level = Educated 0.000 bits

3 Parent’s employment status = Employed 0.077 bits

Parent’s employment status = Unemployed

4 Parents marital status = Married 0.000 bits

5 Monthly income = Low 0.005 bits

Monthly Income = High

PES =Employed

PES =Unemployed

Figure 4.7 shows the partial decision tree regylifiiom C4.5's initial split.
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The initial split has resulted in the creationwbtnew decision nodes. The 15 records at deciside n
11 (Parents employment status = employed) contatimdpood and bad academic performance. In the
same vein, the 9 records at decision node 12 (Bagemployment status = unemployed) also contain
both good and bad academic performance necesgitagémeed for further splitting.

4.2.7 Candidate split at decision node 6

Determining the optimal split for decision node&éntaining records (3, 5, 7, 11, 16, 18, 20, 21 335

41, 45, 47, 53, 56, 57, 59, 65, 67, 69, 72, 7477679, 82, 85, 87, 89, 91, 92, 94, 100) as inditan
Table 4.13 below.

Table 4.13 Training set of records available aisiex node 6

Student | Size of | Parents education Parents Parents MhMonthly | Academic
family level employment status | marital status income Performance

3 Large Uneducated Emploved Married High Bad
5 Small Uneducated Emploved Married High Bad
7 Small Uneducated Employed Marriad Low Good
11 Small Uneducated Unemploved Married Low Good
16 Large Uneducatad Employed Married Low Good
18 Small Uneducated Employed Married Low Bad
20 Small Uneducatad Unemployed Marriad High Good
21 Large Uneducated Emplovyed Married Low Good
35 Small Uneducatad Unemployed Married High Bad
30 Large Uneducated Employed Married High Bad
41 Large Uneducatad Unemployead Marriad Low Good
45 Large Uneducated Unemployed Married Low Good
47 Small Uneducated Unemploved Marriad High Good
53 Large Uneducated Emploved Married Low Bad
56 Large Uneducatad Employed Marriad High Good
57 Small Uneducated Employed Married Low Bad
59 Large Uneducated Emploved Married High Good
65 Large Uneducated Emplovyed Married Low Good
67 Small Uneducated Emplovyed Married High Good
60 Small Uneducated Employed Married High Good
72 Large Uneducated Unemploved Married Low Good
74 Small Uneducatad Unemployead Marriaed High Good
76 Small Uneducated Employed Married Low Bad
77 Small Uneducated Unemplovyead Married High Good
79 Large Uneducated Emploved Married High Bad
52 Large Uneducatad Employed Marriad Low Good
85 Small Uneducated Unemploved Married High Good
87 Large Uneducatad Unemplovyed Marriad High Good
80 Small Uneducated Unemploved Married Low Bad
21 Small Uneducatad Unemployead Marriad High Bad
02 Small Uneducated Emploved Married Low Good
04 Small Uneducated Emploved Married Low Bad
100 Small Uneducated Employed Marriad Low Bad

20 of the 33 records are classified as good acadeerformance, with the remaining 13 records

classified as bad academic performance, the entrefoye splitting is;

Entropy before splitting

PGAP = %,PBAP —

13
33
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H(1)=-) P jlog: (P)
J

- %Iogz(%) - %Iogz(g

= — 0.606 logy(0.606 ) — 0.394 logy( 0.394 )

= — 0.606 (—0.722) — 0.394 (—1.343) = 0.967
After the analysis, compare the entropy of eaclickate split against H(T) = 0.967 to see whichtspli
results in the greatest reduction in entropy (@n gainformation).

Size of family

For candidate split 1 (size of family), 19 recohdwe ‘Small family’ size and 14 records have ‘Large
family’ size.

19 14

Psman= 33’ Iqarge = ;

Entropy for small family size

19 records (10 good, 9 bad)
10 10 9 9
— 5 log(35) = 75 log( 5 )
= — 0.526 l0gy(0.526 ) — 0.474 logy( 0.474 )

= — 0.526 (—0.927) — 0.474 (- 1.077 ) = 0.998

Entropy for large family size

14 records (10 good, 4 bad)

10

10 4 4
— log( ;) — 7 log( ;)

= — 0.714 logy(0.714 ) — 0.286 logy( 0.286 )
= — 0.714 (— 0.486 ) — 0.286 (— 1.806 ) = 0.863
Combine the entropies of these two subsets

19 14
— (0.998) +7 (0.863)

= 0.576 (0.998) + 0.424 (0.863) = 0.940
The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)
0.967 - 0.940 9.027 bit
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Parent’s education level

For candidate split 2 (Parents education levdlB3alecords have ‘uneducated’ status. This w#lit

in this attribute having the same number of bitshe@sentropy before splitting since they all use th
same number of good and bad academic performarie test set to perform the split. As a resué, th
entropy for this attribute i8.000 bit

Parent’'s employment status

For candidate split 3 (Parent's employment stati8)records have ‘Unemployed’ status and 20

records have ‘Employed’ status.

13 20
I:)unemployed— %‘1 Pemployed— %

Entropy for unemployed status

13 records (10 good, 3 bad)

10 10 3 3
— S log(2) — Zlog(3)

= — 0.769 logs(0.769 ) — 0.231 logy( 0.231 )
= — 0.769 (—0.378) — 0.231 (=2.114) = 0.779

Entropy for employed status

20 records (10 good, 10 bad)

10
20

l0g:(55) — 50 log:(57)
= — 0.5100(0.5) — 0.510g(0.5)
= —05(=1)—-05(-1)=1
Combine the entropies of these two subsets,
g (0.779) 42—2 (1)
= 0.394(0.779) + 0.606 (1.00) = 0.912
The information gain represented by the split anRlarents employment status attribute is;
gain(S) = H(T) - Hs(T)
0.967 — 0.912 H.055 bit

Parents marital status

For candidate split 4 (Parents marital status)3altecords have ‘married’ status. This will résal

this attribute having the same number of bits astitropy before splitting since they all use tas
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number of good and bad academic performance iniesteset to perform the split. As a result, the
entropy for this attribute 18.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income),ecords have low income and 16 records have high

income.

17 16

P . =—, A - —
low income 33 Iq’ughmcome 33

Entropy for low income

17 records (11 good, 6 bad)

11 11 6 6
— EIOQZ(E) L &7, |092(;)

= — 0.647 logy( 0.647 ) — 0.353 logz( 0.353 )
= — 0.647 (—0.628 ) — 0.353 (— 1.502 ) = 0.936

Entropy for high income

16 records (10 good, 6 bad)

10 10 6 6
— —log( ) = —log:( )

= — 0.625 10g(0.625) — 0.375 l0gx(0.375)
= — 0.625 (—0.678) — 0.375 (—1.415) =0.954

Combine the entropies of these two subsets,
17 (0.936) —2 (0.954)
33 33

= 0.515(0.936) + 0.485(0.954 ) =0.944
The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.967 — 0.944 ©.023 bit
Table 4.14 summarizes the information gain for eztdidate split at decision node 6. Candidaté spli
3, Parents employment status has the largest iatosmgain, and so is chosen for the initial spjit

the C4.5 algorithm. The partial decision tree risglfrom C4.5's initial split is shown in FigureB4
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Table 4.14 Information Gain for each candidatet gpldecision node 6

Candidate Split Child Nodes Information Gain (Entropy Reduction)

1 Size of family = Small 0.027 bits

Size of family = Large

2 Parent’s education level = Uneducated 0.000 bits

3 Parent’s employment status = Employed 0.055 bits

Parent’s employment status = Unemployed

4 Parents marital status = Married 0.000 bits

5 Monthly income = Low 0.023 bits

Monthly Income = High

PES =Employed

PES =Unemploved

\
Figure 4.8 shows the partial decision tree resgliam C4.5's initial split.
The initial split has resulted in the creationwbtnew decision nodes. The 20 records at deciside n
13 (Parents employment status = employed) contatimdpood and bad academic performance. In the
same vein, the 13 records at decision node 14 r{Baeenployment status = unemployed) also contain
both good and bad academic performance necesgitagmeed for further splitting.
4.2.8 Candidate split at decision node 7
Determining the optimal split for decision nodec@ntaining records (23, 28, 46, 60, 63, 86, 88) as

indicate d in Table 4.15 below.

Table 4.15 Training set of records available aigiex node 7

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

23 Small Uneducated Employed Single High Good

28 Small Uneducated Employed Single High Bad

46 Small Educated Employed Single High Bad

60 Small Educated Employed Single High Bad

63 Small Uneducated Employed Single Low Good

86 Small Educated Employed Single Low Bad

88 Small Educated Employed Single Low Bad
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Entropy before splitting

2 of the 7 records are classified as good acadeenformance, with the remaining 5 records classifie

as bad academic performance, the entropy befoitérgpis;

PGAP = 2  PBAP = 2
7 7

H(T)=-) P jlog: (P))
J

- %|ng(§) - §|092(§)

= — 0.285 logy(0.285) — 0.714 logy( 0.714 )

= — 0.285(—1.810) — 0.714 (— 0.486 ) = 0.863
After the analysis, compare the entropy of eaclickmte split against H(T) = 0.863 to see whichtspli
results in the greatest reduction in entropy (@n gainformation).

Size of family

For candidate split 1 (Size of family), all 7 redshave ‘small’ family status. This will result tinis
attribute having the same number of bits as theopptbefore splitting since they all use the same
number of good and bad academic performance irtieiteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parent’s education level

For candidate split 2 (Parent’s education leveleebrds have ‘Educated’ status and 3 records have

‘Uneducated’ status.

4 3
Peducated 7 Puneducated™ 7

Entropy for educated status

4 records (0 good, 4 bad)
0 0 4 4
= ;log(3) — ;log(;)
= — 0log(0) — 110g(0)
=—-0()-1(0)=0

Entropy for uneducated status

3 records (2 good, 1 bad)
2 2 1 1
— 5 log(5) — $log(3)
= — 0.667 logy(0.667 ) — 0.333 logx( 0.333)
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= — 0.667 (— 0.584 ) — 0.333 (— 1.586 ) = 0.917

Combine the entropies of these two subsets,
4 3

= 0.571 (0) + 0.429(0.917) = 0.393
The information gain represented by the split anRlarents employment status attribute is;
gain(S) = H(T) - Hs(T)
0.863 — 0.393 9.47 bhit

Parent’s employment status

For candidate split 3 (Parent’s employment stati$)/ records have ‘employed’ status. This will
result in this attribute having the same numbdsitsf as the entropy before splitting since theyaé
the same number of good and bad academic perfoemiarice test set to perform the split. As a result
the entropy for this attribute 6000 bit

Parents marital status

For candidate split 4 (Parents marital status)/ alicords have ‘single’ status. This will resalthis
attribute having the same number of bits as theopptbefore splitting since they all use the same
number of good and bad academic performance inietteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income)®rds have low income and 4 records have high

income.
Plow income= 7 Phigh income= ;

Entropy for low income

3 records (1 good, 2 bad)

1 1 2 2
= 3log(3) — log:(3)

= — 0.333 l0gx(0.333) — 0.667 logy( 0.667 )
= — 0.333(—1.586) — 0.667 (— 0.584 ) = 0.917

Entropy for high income

4 records (1 good, 3 bad)
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1 1 3 3
— S log(7) — log( ;)

= — 0.2510g(0.25) — 0.75 logx( 0.75)

= —025(-2) — 0.75(—0.415)=0.811

Combine the entropies of these two subsets,
3 4
- (0.917) i (0.811)

= 0.428(0.917) + 0.571(0.811) = 0.856
The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.863 — 0.856 ©.007 bit
Table 4.16 summarizes the information gain for eztdidate split at decision node 7. Candidate spli
2, Parents education level status has the langesmation gain, and so is chosen for the initgit 9y
the C4.5 algorithm. The partial decision tree rsglfrom C4.5's initial split is shown in Figured4

Table 4.16 Information Gain for each candidatet gpldecision node 7

Candidate Split Child Nodes Information Gain (Entropy Reduction)
1 Size of family = Small 0.000 bits
2 Parent’s education level = Educated 0.047 bits

Parent’s education level = Uneducated

3 Parent’s employment status = Employed 0.000 bits

Parent’s employment status = Unemployed

4 Parents marital status = Single 0.000 bits

5 Monthly income = Low 0.007 bits

Monthly Income = High

PEL = Educated

PEL = Uneducated

Node

Figure 4.9 shows the partial decision tree regylifiiom C4.5's initial split.
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The initial split has resulted in the creationwbtnew decision nodes. The 3 records at deciside no
15 (Parents education level = educated) contaim ¢podd and bad academic performance. In the same
vein, the 4 records at decision node 16 (Parentsagn level = uneducated) also contain both good
and bad academic performance necessitating thefoedther splitting.

4.2.9 Candidate split at decision node 8

Determining the optimal split for decision node@8ntaining records (10, 12, 14, 19, 34, 40, 44634,

71, 73, 75, 80, 90) as indicated in Table 4.17Wwelo

Table 4.17 Training set of records available aigiex node 8

Student | Size of | Parents education Parents Parents Monthly | Academic
family level employment status | marital status income Performance

10 Large Educated Emploved Single High Bad

12 Large Educated Emploved Single High Bad

14 Large Uneducated Emploved Single Low Bad

19 Large Educated Employed Single High Bad

34 Large Educated Employed Single Low Good

40 Large Educated Employed Single High Good

44 Large Educated Employed Single Low Bad

54 Large Educated Employed Single High Good

61 Large Uneducated Employed Single Low Bad

71 Large Educated Employed Single High Bad

73 Large Educated Emploved Single Low Bad

75 Large Educated Employed Single Low Bad

80 Large Educated Emploved Single Low Good

90 Large Educated Employed Single Low Good

Entropy before splitting

5 of the 14 records are classified as good acadeerformance, with the remaining 9 records

classified as bad academic performance, the entyefoye splitting is;

PGAP = = PBAP = —
14 14

H(T)=-) Pjlog: (P))
J

5 5 9 9
14 logz( 14 ) 14 log. (3
= — 0357 logs( 0.357 ) — 0.643 logy( 0.643 )
= — 0.357(—1.486) — 0.643(—0.637 ) =0.940

After the analysis, compare the entropy of eacluickte split against H(T) = 0.94 to see which split

results in the greatest reduction in entropy (an gainformation).
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Size of family
For candidate split 1 (Size of family), all 14 red® have ‘large’ family status. This will resultthis

attribute having the same number of bits as theopytbefore splitting since they all use the same
number of good and bad academic performance intieiteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parent’s education level

For candidate split 2 (Parent’s education leve®)rdcords have ‘educated’ status and 2 records have

‘uneducated’ status.

12 2

P F— PR F
educated™ 1 uneducated— 14

Entropy for educated status

12 records (5 good, 7 bad)
5 5 7 7
—5o%(3) — 5 logo( )
= — 0.417 logx(0.417 ) — 0.583 log,( 0.583 )

= — 0417 (-1.261) — 0.583 (—0.778 ) = 0.979

Entropy for uneducated status

2 records (0 good, 2 bad)
0 0 2 2
— 5100:(5) = 5 l0g(3)
= — 0log(0) — 1log(1)
= —0(0)"=1(0)=0
Combine the entropies of these two subsets,
12 2
- (0.979) +— (0)

= 0.857(0.979) + 0.143 (0) = 0.839
The information gain represented by the split anRlarents education level attribute is;
gain(S) = H(T) - Hs(T)
0.94 - 0.839 9.101 bit

Parent’'s employment status

For candidate split 3 (Parent’s employment stati}l4 records have ‘employed’ status. This will

result in this attribute having the same numbdsitsf as the entropy before splitting since theyiaé
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the same number of good and bad academic perfoemiarice test set to perform the split. As a result

the entropy for this attribute 6000 bit

Parents marital status

For candidate split 4 (Parents marital status)l4llecords have ‘single’ status. This will resaithis
attribute having the same number of bits as theopptbefore splitting since they all use the same
number of good and bad academic performance ineteset to perform the split. As a result, the
entropy for this attribute 18.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income)@rds have low income and 6 records have high
income.

8 6
Plow income=—, Phigh income = —
low income 14 Iq’ugh income= ',

Entropy for low income

8 records (3 good, 5 bad)
3 3 5 5
— glog:(3) — $log(y)
= — 0.375 l0gy(0.375) — 0.625 logx( 0.625)

= — 0.375(—1.415) — 0.625 (—0.678 ) = 0.954

Entropy for high income

6 records (2 good, 4 bad)
2 2 4 4
= Zlogy() — - log:(7)
= — 0.333100,(0.333) — 0.667 logy(0.667)

= — 0.333(—1.586) — 0.667 (—0.584 ) = 0.917

Combine the entropies of these two subsets,
2 (0.954) +~ (0.917
14( -954) 14( 917)

= 0.571(0.954) + 0.429 (0.917 ) = 0.938
The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.94 — 0.938 9.002 bit
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Table 4.18 summarizes the information gain for eamtdidate split at decision node 8. Candidate spli
2, Parents education level has the largest infaomafain, and so is chosen for the initial splittbg
C4.5 algorithm. The partial decision tree resulfirggm C4.5's initial split is shown in Figure 4.10

Table 4.18 Information Gain for each candidatet gpldecision node 8

Candidate Split Child Nodes Information Gain (Entropy Reduction)
1 Size of family = Large 0.000 bits
2 Parent’s education level = Educated 0.101 bits

Parent’s education level = Uneducated

3 Parent’s employment status = Employed 0.000 bits
4 Parents marital status = Single 0.000 bits
5 Monthly income = Low 0.002 bits

Monthly Income = High

Node

PEL = Educated

PEL = Uneducated

BAP

Rec 14
61

Figure 4.10 shows the partial decision tree rasgifiom C4.5's initial split.

The initial split has resulted in the creation ofedaerminal leaf node and one new decision node.
Records with (Parents education level = educatad¢ lonly bad academic performance therefore no
further splits are required. The 12 records atsiecinode 17 (Parents education level = uneducated)
contain both good and bad academic performancessiéatng the need for further splitting.

4.2.10 Candidate split at decision node 9

Determining the optimal split for decision nodec@ntaining records (4, 8, 17, 22, 36, 52, 66, &3, 7
93, 95, 99) as indicated in Table 4.19 below.
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Table 4.19 Training set of records available aigiex node 9

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

4 Large Educated Unemploved Single Low Good

8 Large Educated Unemployed Single High Bad

17 Large Educated Unemployed Single High Bad

22 Large Educated Unemployed Single Low Bad

36 Large Educated Unemploved Single Low Good

52 Small Educated Unemployed Single High Good

66 Small Educated Unemployed Single Low Bad

68 Large Educated Unemployed Single Low Bad

78 Large Educated Unemployed Single Low Bad

23 Large Educated Unemployed Single Low Good

95 Large Educated Unemployed Single High Bad

29 Large Educated Unemployved Single Low Bad

Entropy before splitting

4 of the 12 records are classified as good acadeerformance, with the remaining 8 records

classified as bad academic performance, the enbvefoye splitting is;

PGAP = = PBAP = 2
12 12
H(T)=-) Pjlog: (Pj)
j
4 4 8 8
— 5 0%(5) = ;0% (5

= — 0.333 l0gx(0.333) — 0.667 logy( 0.667 )
= — 0.333(—1.586) — 0.667 (—0.584 ) = 0.917
After the analysis, compare the entropy of eacldickate split against H(T) = 0.917 to see whichtspli
results in the greatest reduction in entropy (@n gainformation).
Size of family
For candidate split 1 (size of family), 2 records/é& ‘Small family’ size and 10 records have ‘Large
family’ size.

10

2
Psmai= 1z Rarge = 12

Entropy for small family size

2 records (1 good, 1 bad)
1 1 1 1
— 5 log(3) — 7 log(3)
= — 0.51002(0.5) — 0.510g2(0.5)
= —-05(-1)-05(-1)=1

pg. 88



Entropy for large family size

10 records (3 good, 7 bad)
3 3 7 7
— 5 log( ;) — 7 log( ;)
= — 0.310g2(0.3) — 0.7 log:(0.7)
= —03(-1736) — 0.7 (—0.514) = 0.881
Combine the entropies of these two subsets
2 10
o Q) +5 (0.881)

= 0.167 (1) + 0.833 (0.881) = 0.901
The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)
0.917 - 0.901 9.016 bit

Parent’s education level

For candidate split 2 (Parent’s education levéll)l 2 records have ‘educated’ status. This wilui¢

in this attribute having the same number of bitshasentropy before splitting since they all use th
same number of good and bad academic performarie test set to perform the split. As a resué, th
entropy for this attribute i8.000 bit

Parent’'s employment status

For candidate split 3 (Parent’'s employment staals},2 records have ‘unemployed’ status. Thig wil
result in this attribute having the same numbdsitsf as the entropy before splitting since theyiaé
the same number of good and bad academic perfoemiarice test set to perform the split. As a result
the entropy for this attribute 6000 bit

Parents marital status

For candidate split 4 (Parents marital status)l2allecords have ‘single’ status. This will resaithis
attribute having the same number of bits as theopptbefore splitting since they all use the same
number of good and bad academic performance ineteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parents monthly income

For candidate split 5 (Parents monthly incomegd@rds have low income and 4 records have high

income.
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8

P . :—' . . = —_—
low income 12 I:Jhlgh income 12

Entropy for low income

8 records (3 good, 5 bad)
3 3 5 5
= 5log:(3) — $log(y)
= — 0.375100:(0.375) — 0.625 log,(0.625)

= — 0375 (- 1.415) — 0.625 (—0.678 ) = 0.954

Entropy for high income

4 records (1 good, 3 bad)
1 1 3 3
~ 2 logz( Z) 4 |092(Z)
= — 0.2510g2(0.25) — 0.75 logz(0.75)

= —0.25(—=2) — 0.75 (= 0.415 ) = 0.811

Combine the entropies of these two subsets,
2 (0.954) +— (0.811
12( — 12( g

= 0.667 (0.954) + 0.333 (0.811) = 0.906
The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.917 — 0.906 9.011 bit
Table 4.20 summarizes the information gain for eatdidate split at decision node 9. Candidate spli
1, Size of family has the largest information gangd so is chosen for the initial split by the C4.5
algorithm. The partial decision tree resulting fr@#.5's initial split is shown in Figure 4.11

Table 4.20 Information Gain for each candidatet spldecision node 9

Candidate Split Child Nodes Information Gain (Entropy Reduction)

1 Size of family = Small 0.016 bits

Size of family = Large

2 Parent’s education level = Educated 0.000 bits
3 Parent’s employment status = Unemployed 0.000 bits
4 Parents marital status = Single 0.000 bits
5 Monthly income = Low 0.011 bits

Monthly Income = High
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Node

SOF =Small
SOF =Large
Node Node
18 19

Figure 4.11 shows the partial decision tree resulfiom C4.5's initial split.

The initial split has resulted in the creationwbtnew decision nodes. The 10 records at deciside n

18 (Size of family = small) contain both good ardi lacademic performance. In the same vein, the 2
records at decision node 19 (Size of family = largkso contain both good and bad academic
performance necessitating the need for furthettsgi

4.2.11 Candidate split at decision node 10

Determining the optimal split for decision node @@ntaining records (2, 25, 30, 32, 38, 42, 48830,

97) as indicated in Table 4.21 below.

Table 4.21 Training set of records available aigiex node 10

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

2 Large Uneducated Unemployed Single Low Bad

25 Large Uneducated Unemploved Single High Good

30 Large Uneducated Unemploved Single Low Bad

32 Large Uneducated Unemploved Single Low Bad

38 Small Uneducated Unemploved Single Low Good

42 Large Uneducated Unemploved Single Low Bad

48 Large Uneducated Unemploved Single Low Bad

50 Small Uneducated Unemploved Single High Bad

83 Small Uneducated Unemployed Single High Bad

97 Large Uneducated Unemployed Single Low Bad

2 of the 10 records are classified as good acadeerformance, with the remaining 8 records

classified as bad academic performance, the entvefore splitting is;

Entropy before splitting

PGAP = = PBAP = 2=
10 10

H(1)=-) P jlog: (P)

J
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- % Iogz(f—o) - %Iogz &
= — 0.2 10g(0.2) — 0.8 logx( 0.8)
= — 0.2 (—2.321) — 0.8 (—0.321) =0.721 bit
After the analysis, compare the entropy of eaclickate split against H(T) = 0.721 to see whichtspli
results in the greatest reduction in entropy (@n gainformation).
Size of family

For candidate split 1 (size of family), 3 records/é ‘Small family’ size and 7 records have ‘Large

family’ size.

3
Psmai= 10’ I:ﬁarge: 10

Entropy for small family size

3 records (1 good, 2 bad)
1 1 2 2
= 5 l0g(3) — 3 log(3)
= — 0.333 logy(0.333 ) — 0.667 logy( 0.667 )

= — 0.333(=1.586) — 0.667 (—0.584 ) = 0.917

Entropy for large family size

7 records (1 good, 6 bad)
1 1 6 6
= S log(5) — 7 log()
= — 0.143 logy(0.143 ) — 0.857 logy( 0.857 )

= — 0.143 (— 2.806) — 0.857 (—0.223 ) = 0.592

Combine the entropies of these two subsets
3 ’s
—(0.917) +5(0.592)

= 0.3(0.917) + 0.7 (0.592) = 0.689
The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)
0.721 - 0.689 H.032 bit

Parent’s education level

For candidate split 2 (Parent’s education levdl)1@ records have ‘uneducated’ status. This will

result in this attribute having the same numbdsitsf as the entropy before splitting since theyiaé
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the same number of good and bad academic perfoemiarice test set to perform the split. As a result
the entropy for this attribute 6000 bit

Parent’'s employment status

For candidate split 3 (Parent’'s employment statls},0 records have ‘unemployed’ status. Thig wil
result in this attribute having the same numbdsitsf as the entropy before splitting since theyiaé
the same number of good and bad academic perfoemiaice test set to perform the split. As a result
the entropy for this attribute 6000 bit

Parents marital status

For candidate split 4 (Parent’s marital status)l @records have ‘single’ status. This will résalthis
attribute having the same number of bits as theopptbefore splitting since they all use the same
number of good and bad academic performance intetteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income)eébrds have low income and 3 records have high

income.

7 &

ngh income — 10

Plowincome=—
low income 10

Entropy for low income

7 records (1 good, 6 bad)
1 1 6 6
= 2log(7) — log:()
= — 0.143 10gy(0.143 ) — 0.857 log,(0.857 )

= — 0.143 (—2.806 ) — 0.857 (—0.223 ) = 0.592

Entropy for high income

3 records (1 good, 2 bad)
1 1 2 2
— 5 log:(3) — 3 log:(3)
= — 0.33310g,(0.333) — 0.667 l0gx( 0.667 )

= — 0.333(—1.586) — 0.667 (—0.584 ) = 0.917

Combine the entropies of these two subsets,
7 (0.592) += (0.917
10( -592) 10( 917)

= 0.7 (0.592) + 0.3(0.917 ) = 0.689
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The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.721 - 0.689 ©.032 bit
Table 4.22 summarizes the information gain for ezaididate split at decision node 10. Candidate
split 1 and 5 have the same number of bits, bufitbteone encountered (size of family) is chosen f
the initial split by the C4.5 algorithm. The paktdecision tree resulting from C4.5's initial spst
shown in Figure 4.12

Table 4.22 Information Gain for each candidatet gpldecision node 10

Candidate Split Child Nodes Information Gain (Entropy Reduction)

1 Size of family = Small 0.032 bits

Size of family = Large

2 Parent’s education level = Uneducated 0.000 bits
3 Parent’s employment status = Employed 0.000 bits
4 Parents marital status = Single 0.000 bits
5 Monthly income = Low 0.032 bits

Monthly Income = High

Node

SOF =Small
SOF =Large

¥

Nzcuge
Figure 4.12 shows the partial decision tree resgifiom C4.5's initial split.
The initial split has resulted in the creationwbtnew decision nodes. The 7 records at deciside no
20 (Size of family = small) contain both good aradl lacademic performance. In the same vein, the 3
records at decision node 21 (Size of family = largkso contain both good and bad academic
performance necessitating the need for furthettsgi
4.2.12 Candidate split at decision node 11
Determining the optimal split for decision node &a@ntaining records (1, 6, 9, 24, 26, 29, 31, 33, 3

43, 49, 51, 84, 96, 98) as indicated in Table H28w.
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Table 4.23 Training set of records available aisiex node 11

Student | Size of | Parents education Parents Parents Monthly | Academic
family level employment status | marital status income Performance

1 Small Educated Employed Married High Good

6 Large Educated Employed Married Low Good

9 Large Educated Employed Married Low Good

24 Small Educated Employed Married Low Bad

26 Small Educated Employed Married High Good

29 Large Educated Employed Married Low Bad

31 Small Educated Emploved Married High Good

33 Small Educated Emploved Married High Bad

37 Small Educated Employed Married High Bad

43 Small Educated Emploved Married High Good

49 Large Educated Employed Married Low Good

51 Large Educated Emplovyed Married Low Good

84 Large Educated Employed Married Low Bad

96 Small Educated Employed Married Low Good

98 Small Educated Emploved Married High Good

Entropy before splitting

10 of the 15 records are classified as good acadeerformance, with the remaining 5 records

classified as bad academic performance, the enbvefoyre splitting is;

PGAP = 2 pBAP = 2
15 15

H(D)=-) P log: (P )
j

10 10 5 5
15 logs( 15 ) 15 loge (7

= — 0.667 logy(0.667 ) — 0.333 logy( 0.333)
= — 0.667 (—0.584) — 0.333(—1.586) = 0.917
After the analysis, compare the entropy of eaclickte split against H(T) = 0.917 to see whichtspli
results in the greatest reduction in entropy (@n gainformation).
Size of family
For candidate split 1 (size of family), 9 recoras/é ‘Small family’ size and 6 records have ‘Large

family’ size.

9
Psmai= s Rarge = 1s

Entropy for small family size

9 records (6 good, 3 bad)
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6 6 3 3
— 5 log(5) — 5 log(5)
= — 0.667 logy(0.667 ) — 0.333 logy(0.333 )

= — 0.667 (—0.584)— 0.333(—1.586) =0.917

Entropy for large family size

6 records (4 good, 2 bad)
4 4 2 2
— —logy(-) — Zlog:(>)
= — 0.667 logy(0.667 ) — 0.333 log,( 0.333)

= — 0.667 (—0.584 ) — 0.333(—~1.586) =0.917

Combine the entropies of these two subsets
9 6
= (0.917) Fe (0.917)

= 0.6 (0.917) + 0.4 (0.917) =0.917
The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)
0.917 - 0.917 9.000 bit

Parent’s education level

For candidate split 2 (Parent’s education levél)l&records have ‘educated’ status. This widlui¢

in this attribute having the same number of bitsh@sentropy before splitting since they all use th
same number of good and bad academic performarie test set to perform the split. As a resué, th
entropy for this attribute i8.000 bit

Parent’s employment status

For candidate split 3 (Parent's employment statit)l5 records have ‘employed’ status. This will
result in this attribute having the same numbesitsf as the entropy before splitting since theyaé
the same number of good and bad academic perfoemiarice test set to perform the split. As a result
the entropy for this attribute 6000 bit

Parents marital status

For candidate split 4 (Parents marital status)laltecords have ‘married’ status. This will résal
this attribute having the same number of bits astitropy before splitting since they all use tas
number of good and bad academic performance intieteset to perform the split. As a result, the

entropy for this attribute 18.000 bit
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Parents monthly income

For candidate split 5 (Parents monthly income)e@&rds have low income and 7 records have high

income.

8

15’ Phlgh income—

Plow income™ E

Entropy for low income

8 records (5 good, 3 bad)
3 3 5 5
— 5 log(7) — Slog(3)
= — 0.625 logy(0.625) — 0.375 log,(0.375)

= — 0.625 (—0.678) — 0.375 (— 1.415 ) = 0.954

Entropy for high income

7 records (5 good, 2 bad)
5 5 2 2
— Zlog(5) — 7 log(>)
= — 0.714 logy(0.714 ) — 0.286 log,( 0.286 )

= — 0.714 (— 0.486) — 0.286 (— 1.806 ) = 0.863

Combine the entropies of these two subsets,
2 (0.954) +— (0.862
15( 1) 15( 562)

= 0.533(0.954) + 0.467 (0.862 ) = 0.911
The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.917 — 0.911 9.006 bit
Table 4.24 summarizes the information gain for ezaididate split at decision node 11. Candidate
split 5, Monthly income has the largest informatgain, and so is chosen for the initial split bg th

C4.5 algorithm. The partial decision tree resulfirgm C4.5's initial split is shown in Figure 4.13
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Table 4.24 Information Gain for each candidatet gppldecision node 11

Candidate Split

Child Nodes

Information Gain (Entropy Reduction)

1 Size of family = Small 0.000 bits
Size of family = Large

2 Parent’s education level = Educated 0.000 bits

3 Parent’s employment status = Employed 0.000 bits

4 Parents marital status = Married 0.000 bits

5 Monthly income = Low 0.006 bits

Monthly Income = High

MI = Low

MI = High

Y

GAP

Rec 1
26.31
43,98

Figure 4.13 shows the partial decision tree resgifiom C4.5's initial split.

The initial split has resulted in the creation ofeaerminal leaf node and one new decision node.

Records with (Monthly income = high) have only gaazhdemic performance therefore no further

splits are required. The 8 records at decision r@&@lonthly income = low) contain both good and

bad academic performance necessitating the neddrtber splitting.

4.2.13 Candidate split at decision node 12

Determining the optimal split for decision node &@ntaining records (13, 15, 27, 55, 58, 62, 64, 70

81) as indicated in Table 4.25 below.

Table 4.25 Training set of records available aisiec node 12

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

13 Small Educated Unemploved Married High Bad

15 Small Educated Unemploved Married High Good

27 Large Educated Unemployed Married Low Good

55 Small Educated Unemployed Married Low Bad

58 Large Educated Unemployved Married Low Good

62 Large Educated Unemployed Married High Bad

64 Large Educated Unemployed Married High Bad

70 Large Educated Unemployed Married Low Bad

81 Small Educated Unemploved Married High Bad
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Entropy before splitting

3 of the 9 records are classified as good acadeenformance, with the remaining 6 records classifie
as bad academic performance, the entropy befoitérgpis;

PGAP = S,PBAP ~°

9

H(1)=-) P jlog: (P)
J
- %'092(%) - SIOQz )
= — 0.333 logz( 0.333) = 0.667 logy(0.667 )
= — 0.333(—1.586) — 0.667 (—0.584 ) = 0.917
After the analysis, compare the entropy of eacldickate split against H(T) = 0.917 to see whichtspli

results in the greatest reduction in entropy (@n gainformation).
Size of family
For candidate split 1 (size of family), 4 recoras/é ‘Small family’ size and 5 records have ‘Large
family’ size.
4 5
PsmaII:§, Iqarge:;

Entropy for small family size

4 records (1 good, 3 bad)
1 1 3 3
= S log(;) — 7 log(3)
= — 0.25100g2(0.25) — 0.75 10gx(0.75)

= —0.25(—=2) — 0.75 (= 0.415 ) = 0.811

Entropy for large family size

5 records (2 good, 3 bad)
2 2 3 3
= zlog(2) — tlog(:)
= — 0.41002(0.4) — 0.6 l0g2(0.6)

= —04(—1.321) — 0.6(—0.736) = 0.97

Combine the entropies of these two subsets

= (0811) +£(0.97)
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= 0.444 (0.811) + 0.556 (0.97) = 0.899
The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)
0.917 - 0.899 9.018 bhit

Parent’s education level

For candidate split 2 (Parent’s education levédll aecords have ‘educated’ status. This willules
this attribute having the same number of bits asetitropy before splitting since they all use e
number of good and bad academic performance inteteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parent’s employment status

For candidate split 3 (Parent’s employment sta@l§p records have ‘unemployed’ status. This will
result in this attribute having the same numbditsf as the entropy before splitting since theyiaé
the same number of good and bad academic perfoemiarice test set to perform the split. As a result
the entropy for this attribute G000 bit

Parents marital status

For candidate split 4 (Parents marital statusp adicords have ‘married’ status. This will resalthis
attribute having the same number of bits as theopyptbefore splitting since they all use the same
number of good and bad academic performance iniesteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income)ebrds have low income and 5 records have high

income.

Plow income= ;, Phigh income= 9

Entropy for low income

4 records (2 good, 2 bad)
2 2 2 2
= ;log() — log: ()
= — 0.5100(0.5) — 0.5l0g2(0.5)
= —-05(-1)—-05(-1)=1

Entropy for high income

5 records (1 good, 4 bad)
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1 1 4 4
— 2 log(2) — ¢ log:(7)
= — 0.210g(0.8) — 0.8 10g(0.2)
= —02(—2321) - 08(—0.321)=0.721

Combine the entropies of these two subsets,
4 5
5 (2) +35 (0.721)

= 0.444 (1) + 0.556 (0.721) = 0.844
The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.917 — 0.844 9.073 bit
Table 4.26 summarizes the information gain for ezaididate split at decision node 12. Candidate
split 5, Monthly income has the largest informatgmin, and so is chosen for the initial split bg th
C4.5 algorithm. The partial decision tree resulfirggm C4.5's initial split is shown in Figure 4.14

Table 4.26 Information Gain for each candidatet spldecision node 12

Candidate Split Child Nodes Information Gain (Entropy Reduction)

1 Size of family = Small 0.013 bits

Size of family = Large

2 Parent’s education level = Educated 0.000 bits
3 Parent’s employment status = Unemployed 0.000 bits
4 Parents marital status = Married 0.000 bits
5 Monthly income = Low 0.073 bits

Monthly Income = High

MI =Low

MI = High

Node

Figure 4.14 shows the partial decision tree rasgiiom C4.5's initial split.
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The initial split has resulted in the creationwbtnew decision nodes. The 5 records at deciside no
23 (Monthly income = low) contain both good and baddemic performance. In the same vein, the 4
records at decision node 24 (Monthly income = higlsp contain both good and bad academic
performance necessitating the need for furthettsgi

4.2.14 Candidate split at decision node 13

Determining the optimal split for decision node &8ntaining records (3, 5, 7, 16, 18, 21, 39, &3, 5
57, 59, 65, 67, 69, 76, 79, 82, 92, 94, 100) akated in Table 4.27 below.

Table 4.27 Training set of records available aisiex node 13

Student | Size of | Parents education Parents Parents Monthly | Academic
family level employment status | marital status income Performance

3 Large Uneducated Employed Married High Bad

5 Small Uneducated Emploved Married High Bad

7 Small Uneducated Emploved Married Low Good
16 Large Uneducated Emploved Married Low Good
18 Small Uneducated Employed Married Low Bad
21 Large Uneducated Employed Married Low Good
39 Large Uneducated Employed Married High Bad
53 Large Uneducated Employed Married Low Bad
56 Large Uneducated Employed Married High Good
57 Small Uneducated Emploved Married Low Bad
59 Large Uneducated Employed Married High Good
65 Large Unedueated Employed Married Low Good
67 Small Uneducated Emploved Married High Good
69 Small Uneducated Employed Married High Good
76 Small Uneducated Emploved Married Low Bad
79 Large Uneducated Employed Married High Bad
82 Large Uneducated Emploved Married Low Good
92 Small Uneducated Employed Married Low Good
94 Small Uneducated Employed Married Low Bad
100 Small Uneducated Emploved Married Low Bad

Entropy before splitting

10 of the 20 records are classified as good acadperformance, with the remaining 10 records

classified as bad academic performance, the entvefoye splitting is;

PGAP = L2 ppap =2
20 20

H(T)=-) P jlog: (P)
J
10

10 10 10

— o log(5;) — 55 log (55

= — 0.5100(0.5) — 0.510g(0.5)
= - 05(-1)—-05(-1)=1
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After the analysis, compare the entropy of eacldickte split against H(T) = 1 to see which split
results in the greatest reduction in entropy (an gainformation).

Size of family
For candidate split 1 (size of family), 10 recohdse ‘Small family’ size and 10 records have ‘Large
family’ size.

10 10

Psmai= 20’ Rarge = %

Entropy for small family size

10 records (4 good, 6 bad)
4 4 6 6
— 510%() — 5 log(;)
= — 0.41002(0.4) — 0.6 l0g2(0.6)

= — 04 (—1321) — 0.6(—0.736) = 0.97

Entropy for large family size

10 records (6 good, 4 bad)
6 6 4 4
— 5log(5) = log(;)
= — 0.6100(0.6)— 0.4 10g2(0.4)
= —0.6(—0.736) — 0.4 (—1.321)=0.97
Combine the entropies of these two subsets

10 10
- (0.97) & (0.97)

= 0.5(0.97) + 0.5(0.97) =0.97
The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)
1-0.97 =0.003 bit

Parent’s education level

For candidate split 2 (Parent’s education levdl)2@ records have ‘uneducated’ status. This will
result in this attribute having the same numbdsitsf as the entropy before splitting since theyiaé
the same number of good and bad academic perfoamarnhe test to perform the split. As a result,

the entropy for this attribute 000 bit
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Parent’s employment status

For candidate split 3 (Parent’s employment stati§P0 records have ‘employed’ status. This will
result in this attribute having the same numbdsitsf as the entropy before splitting since theyiaé
the same number of good and bad academic perfoemiarice test set to perform the split. As a result
the entropy for this attribute 000 bit

Parents marital status

For candidate split 4 (Parents marital status)2@ltecords have ‘married’ status. This will résal
this attribute having the same number of bits astitropy before splitting since they all use s
number of good and bad academic performance inieteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income)rek®rds have low income and 8 records have high

income.

12 8

I3h|gh income — 20

Plow income™ ==,
low income 20

Entropy for low income

12 records (6 good, 6 bad)
6 6 6 6
— 5 10g:(5) — log()
= — 0.5log(0.5) — 0.5 log(0.5)

= -05(-1)-05(-1)=1

Entropy for high income

8 records (4 good, 4 bad)
4 4 4 4
— glog(3) = Slog(3)
= — 0.510g(0.5) — 0.510g2(0.5)
= —-05(-1)-05(-1)=1
Combine the entropies of these two subsets,

12 8
20 () +55 (1)

=06(1)+04(1)=1

The information gain represented by the split anRlarents monthly income attribute is;

gain(S) = H(T) - Hs(T)
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1-1 =0 bit
Table 4.28 summarizes the information gain for ezaididate split at decision node 13. Candidate
split 1, Size of family has the largest informatgpain, and so is chosen for the initial split by ©4.5
algorithm. The partial decision tree resulting fr@#.5's initial split is shown in Figure 4.15

Table 4.28 Information Gain for each candidatet gppldecision node 13

Candidate Split Child Nodes Information Gain (Entropy Reduction)

1 Size of family = Small 0.03 bits

Size of family = Large

2 Parent’s education level = Uneducated 0.00 bits
3 Parent’s employ?nf:nt S;au; :_ Er_nploged J 1 0.00 bits
4 Parents marital status = Married 0.00 bits
5 Monthly income = Low 0.00 bits

Monthly Income = High

SOF = Small

SOF = Large

Figure 4.15 shows the partial decision tree resgifiom C4.5's initial split.

The initial split has resulted in the creationwbtnew decision nodes. The 10 records at deciside n

25 (Size of family = small) contain both good ardl lacademic performance. In the same vein, the 10
records at decision node 26 (Size of family = largkso contain both good and bad academic
performance necessitating the need for furthettsmi

4.2.15 Candidate split at decision node 14

Determining the optimal split for decision node &8ntaining records (11, 20, 35, 41, 45, 47,72, 74
77, 85, 87, 89, 91) as indicated in Table 4.29Welo

Table 4.29 Training set of records available aisiec node 14
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Student | Size of | Parents education Parents Parents Monthly | Academic
family level employment status | marital status income Performance

11 Small Uneducated Unemployed Married Low Good

20 Small Uneducated Unemployed Married High Good

35 Small Uneducated Unemployed Married High Bad

41 Large Uneducated Unemployed Married Low Good

45 Large Uneducated Unemployed Married Low Good

47 Small Uneducated Unemployed Married High Good

72 Large Uneducated Unemployed Married Low Good

74 Small Uneducated Unemployed Married High Good

77 Small Uneducated Unemployed Married High Good

85 Small Uneducated Unemployed Married High Good

87 Large Uneducated Unemployed Married High Good

89 Small Uneducated Unemployed Married Low Bad

91 Small Uneducated Unemployed Married High Bad

Entropy before splitting

10 of the 13 records are classified as good acadesrnformance, with the remaining 3 records

classified as bad academic performance, the enbvefoyre splitting is;

PGAP = £ pBAP = >
13 13

H(T)=-) P jlog: (P)
J

10 10 3 3
— ol ) e o
1 P20 5) = F10%Gs

= — 0.769 l0gx(0.769 ) — 0.231 logx( 0.231 )
= — 0.769 (—0.378) — 0.231 (—2.114 ) = 0.779
After the analysis, compare the entropy of eacldickate split against H(T) = 0.779 to see whichtspli
results in the greatest reduction in entropy (@n gainformation).
Size of family
For candidate split 1 (size of family), 9 recorags/é ‘Small family’ size and 4 records have ‘Large
family’ size.

9

Psmai= 13 Rarge = E

Entropy for small family size

9 records (6 good, 3 bad)
6 6 3 3
— 5 log(5) — 5 log(5)
= — 0.667 logy(0.667 ) — 0.333 logz( 0.333)
= — 0.667 (—0.584 ) — 0.333(—1.586) =0.917

pg. 106



Entropy for large family size

4 records (4 good, 0 bad)
4 4 0 0
— S log(7) — ;log(;)
= — 1log(1)— 01log(0)
=—-1(0)—0(0)=0
Combine the entropies of these two subsets
9 4
’r (0.917) 3 (0)

= 0.692 (0.917) + 0.307 (0) = 0.634
The information gain represented by the split andize of family attribute is;
gain(S) = H(T) - Hs(T)
0.779 - 0.634 9.145 bit

Parent’s education level

For candidate split 2 (Parent’s education levdl)1a records have ‘uneducated’ status. This will
result in this attribute having the same numbdsitsf as the entropy before splitting since theyiaé
the same number of good and bad academic perfoemiarice test set to perform the split. As a result
the entropy for this attribute 8000 bit

Parent’'s employment status

For candidate split 3 (Parent’s employment staals},3 records have ‘unemployed’ status. Thig wil
result in this attribute having the same numbdsitsf as the entropy before splitting since theyiaé
the same number of good and bad academic perfoemiarice test set to perform the split. As a result
the entropy for this attribute 6000 bit

Parents marital status

For candidate split 4 (Parents marital status)laltecords have ‘married’ status. This will résal
this attribute having the same number of bits asetitropy before splitting since they all use thaes
number of good and bad academic performance ineteset to perform the split. As a result, the
entropy for this attribute i8.000 bit

Parents monthly income

For candidate split 5 (Parents monthly income)dords have low income and 8 records have high

income.
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5 8

I:Jhlgh income— 13

Plow income™ ==,
low income 13

Entropy for low income

5 records (4 good, 1 bad)
4 4 1 1
— zlog(7) — clog(:)
= — 0.810g(0.8) — 0.2 l0g2(0.2)

= —08(-0321) —02(—2321)=0.721

Entropy for high income

8 records (6 good, 2 bad)
6 6 2 2
— 5 log(7) — S log()
= — 0.751092(0.75 ) — 0.25 logx( 0.25)

= — 0.75 (- 0.415) — 0.25 (-2 ) =0.811

Combine the entropies of these two subsets,
3 (0.721) += (0.811
- (0.721) +—(0.811)

= 0.384 (0.721) + 0.615 (0.811) =0.775
The information gain represented by the split anRlarents monthly income attribute is;
gain(S) = H(T) - Hs(T)
0.779 — 0.775 9.004 bit
Table 4.30 summarizes the information gain for ezaididate split at decision node 14. Candidate
split 1, Size of family has the largest informatgpain, and so is chosen for the initial split by @4.5
algorithm. The partial decision tree resulting fr@#.5's initial split is shown in Figure 4.16

Table 4.30 Information Gain for each candidatet gpldecision node 14

Candidate Split Child Nodes Information Gain (Entropy Reduction)

1 Size of family = Small 0.145 bits

Size of family = Large

2 Parent’s education level = Uneducated 0.000 bits
3 Parent’s employment status = Unemployed 0.000 bits
4 Parents marital status = Married 0.000 bits
5 Monthly income = Low 0.004 bits

Monthly Income = High
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Node

SOF = Small
[ SOF = Large
GAP
Rec 41
45,72
87

Figure 4.16 shows the partial decision tree rasgiiom C4.5's initial split.

The initial split has resulted in the creation oleaerminal leaf node and one new decision node.
Records with (Size of family = large) have only d@arademic performance therefore no further splits
are required. The 9 records at decision node 2& (& family = small) contain both good and bad

academic performance necessitating the need ftrefusplitting.

4.2.16 Candidate split at decision node 15

Determining the optimal split for decision node tbntaining records (23, 28, 63) as indicated in
Table 4.31 below.

Table 4.31 Training set of records available aisiec node 15

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

23 Small Uneducated Employed Single High Good

28 Small Uneducated Employed Single High Bad

63 Small Uneducated Employed Single Low Good

Because all the 4 other attributes are alreadttes@d, monthly income automatically performs s |
split. This split has resulted in the creationwb tterminal leaf nodes since both records with rnignt

income = low and monthly income = high have good laad academic performance respectively.

MI =L ow

I

GAP BAP

Rec 63 Rec 28

Figure 4.17 shows the partial decision tree ragyufrom C4.5's final split.
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4.2.17 Candidate split at decision node 16
Determining the optimal split for decision node &6ntaining records (46, 60, 86, 88) as indicated i
Table 4.32 below.

Table 4.32 Training set of records available aisiex node 16

Student | Size of | Parents education Parents Parents Monthly | Academic
family level employvment status | marital status income Performance

46 Small Educated Employed Single High Bad

60 Small Educated Employed Single High Bad

86 Small Educated Employed Single Low Bad

88 Small Educated Employed Single Low Bad

Because all the 4 other attributes are alreaditeqgd, monthly income automatically performs s |
split. This split has resulted in the creationwd tterminal leaf nodes since both records with rlynt

income = low and monthly income = high have good laad academic performance respectively.

Node
16

MI =Low

MI = High

BAP BAP

Rec 86| [Rec 46
88 60

Figure 4.18 shows the partial decision tree resgiiiom C4.5's final split.

4.2.18 Candidate split at decision node 17

Determining the optimal split for decision node t@ntaining records (10, 12, 19, 34, 40, 44,54, 71
73, 75, 80, 90) as indicated in Table 4.33 below.

Table 4.33 Training set of records available aisiec node 17

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

10 Large Educated Employed Single High Bad

12 Large Educated Employed Single High Bad

19 Large Educated Employed Single High Bad

34 Large Educated Employed Single Low Good

40 Large Educated Employed Single High Good

44 Large Educated Employed Single Low Bad

54 Large Educated Employed Single High Good

71 Large Educated Employed Single High Bad

73 Large Educated Employed Single Low Bad

75 Large Educated Employed Single Low Bad

80 Large Educated Employed Single Low Good

20 Large Educated Employed Single Low Good
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Because all the 4 other attributes are alreadtte@d, monthly income automatically performs s |
split. This split has resulted in the creationwb tterminal leaf nodes since both records with rignt

income = low and monthly income = high have good laad academic performance respectively.

MI =Low

[

GAP BAP

Rec 34| | Rec 10
80, 20 12,19
71

Figure 4.19 shows the partial decision tree resgiliom C4.5's final split.

4.2.19 Candidate split at decision node 18

Determining the optimal split for decision node &8ntaining records (4, 8, 17, 22, 36, 68, 78,983,
99) as indicated in Table 4.34 below.

Table 4.34 Training set of records available aisiec node 18

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

4 Large Educated Unemployed Single Low Good

8 Large Educated Unemployed Single High Bad

17 Large Educated Unemployed Single High Bad

22 Large Educated Unemployed Single Low Bad

30 Large Educated Unemployed Single Low Good

68 Large Educated Unemployed Single Low Bad

78 Large Educated Unemployed Single Low Bad

93 Large Educated Unemployed Single Low Good

95 Large Educated Unemployed Single High Bad

99 Large Educated Unemployed Single Low Bad

Because all the 4 other attributes are alreaditeq@d, monthly income automatically performs &t |
split. This split has resulted in the creationwb tterminal leaf nodes since both records with rignt

income = low and monthly income = high have good lbad academic performance respectively.
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|

BAP GAP

Rec4 | [Rec 17
36,93 95

Figure 4.20 shows the partial decision tree ragufrom C4.5's final split.

4.2.20 Candidate split at decision node 19
Determining the optimal split for decision node t6ntaining records (52, 66) as indicated in Table

4.35 below.
Table 4.35 Training set of records available aisiex node 19
Student | Size of | Parents education Parents Parents Monthly | Academic
family level employvment status | marital status income Performance
52 Small Educated Unemployed Single High Good
66 Small Educated Unemployed Single Low Bad

Because all the 4 other attributes are alreadtte@d, monthly income automatically performs s |
split. This split has resulted in the creationwd tterminal leaf nodes since both records with rnlynt

income = low and monthly income = high have good laad academic performance respectively.

Node
19

MI =Low

j MI = High
v

GAP BAP

Rec 66 | | Rec 52

Figure 4.21 shows the partial decision tree raggiiiom C4.5's final split.
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4.2.21 Candidate split at decision node 20

Determining the optimal split for decision node 20ntaining records (2, 25, 30, 32, 42, 48, 97) as

indicated in Table 4.36 below.

Table 4.36 Training set of records available aigiex node 20

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

2 Large Uneducated Unemployed Single Low Bad

25 Large Uneducated Unemployed Single High Good

30 Large Uneducated Unemployed Single Low Bad

32 Large Uneducated Unemployed Single Low Bad

42 Large Uneducated Unemployed Single Low Bad

48 Large Uneducated Unemployed Single Low Bad

97 Large Uneducated Unemployed Single Low Bad

Because all the 4 other attributes are alreadttesgd, monthly income automatically performs st |

split. This split has resulted in the creationwd terminal leaf nodes since both records with rhignt

income = low and monthly income = high have good bad academic performance respectively.

Node
20

MI =Low

1

GAP

!

BAP

Rec2.30| [Rec 25
32, 42,

48,97

MI = High

Figure 4.22 shows the partial decision tree raesgifiom C4.5's final split.

4.2.22 Candidate split at decision node 21

Determining the optimal split for decision node 2bntaining records (38, 50, 83) as indicated in

Table 4.37 below.

Table 4.37 Training set of records available aisiex node 21

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

38 Small Uneducated Unemployed Single Low Good

50 Small Uneducated Unemployed Single High Bad

83 Small Uneducated Unemployed Single High Bad
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Because all the 4 other attributes are alreadtte@d, monthly income automatically performs s |
split. This split has resulted in the creationwb tterminal leaf nodes since both records with rignt

income = low and monthly income = high have good laad academic performance respectively.

MI = High

BAP GAP

Rec 38 | [Rec 50
83

Figure 4.23 shows the partial decision tree resgiliom C4.5's final split.

4.2.23 Candidate split at decision node 22

Determining the optimal split for decision node 2@ntaining records (6, 9, 24, 29, 49, 51, 84,856)
indicated in Table 4.38 below.

Table 4.38 Training set of records available aisiex node 22

Student | Size of | Parents education Parents Parents Monthly | Academic
family level employment status | marital status income Performance

6 Large Educated Employed Married Low Good

9 Large Educated Employed Married Low Good

24 Small Educated Employed Married Low Bad

29 Large Educated Employed Married Low Bad

49 Large Educated Employed Married Low Good

51 Large Educated Employed Married Low Good

84 Large Educated Employed Married Low Bad

96 Small Educated Employed Married Low Good

Because all the 4 other attributes are alreadite@d, size of family automatically performs thastl
split. This split has resulted in the creationwd tterminal leaf nodes since both records with sofal

family = small and size of family = large have gadl bad academic performance respectively.

pg. 114



SOF =Small

SOF =Large

4

GAP

Rec 6.9
49,51

BAP

Rec 90

Figure 4.24 shows the partial decision tree resylltom C4.5's final split.

4.2.24 Candidate split at decision node 23

Determining the optimal split for decision node @8ntaining records (13, 15, 62, 64, 81) as inddat

in Table 4.39 below.

Table 4.39 Training set of records available aigier node 23

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

13 Small Educated Unemployed Married High Bad

15 Small Educated Unemployed Married High Good

62 Large Educated Unemployed Married High Bad

04 Large Educated Unemployed Married High Bad

81 Small Educated Unemployed Married High Bad

Because all the 4 other attributes are alreadytesd,

size of family automatically performs thstl

split. This split has resulted in the creationwd terminal leaf nodes since both records with sofal

family = small and size of family = large have gaw bad academic performance respectively.

SOF =Small

l SOF = Large

64

GAP BAP

Rec 15 | |Rec 62

Figure 4.25 shows the partial decision tree raggiiiom C4.5's final split.
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4.2.25 Candidate split at decision node 24
Determining the optimal split for decision node 2dntaining records (27, 55, 58, 70) as indicated i
Table 4.40 below.

Table 4.40 Training set of records available aigiex node 24

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

27 Large Educated Unemployed Married Low Good

55 Small Educated Unemployed Married Low Bad

58 Large Educated Unemployed Married Low Good

70 Large Educated Unemployed Married Low Bad

Because all the 4 other attributes are alreadites@d, size of family automatically performs thstl
split. This split has resulted in the creationwd tterminal leaf nodes since both records with sofal
family = small and size of family = large have gaot bad academic performance respectively.

Node
24

SOF =Small
SOF = Large

b

GAP

BAP

|Rec 55 ec 27

58

Figure 4.26 shows the partial decision tree resgiiiom C4.5's final split.

4.2.26 Candidate split at decision node 25

Determining the optimal split for decision node @&ntaining records (3, 16, 21, 39, 53, 56, 59,765,
82) as indicated in Table 4.41 below.

Table 4.41 Training set of records available aiglexn node 25

Student | Size of | Parents education Parents Parents Monthly | Academic
family level employment status | marital status income Performance

3 Large Uneducated Employed Married High Bad

16 Large Uneducated Employed Married Low Good

21 Large Uneducated Employed Married Low Good

39 Large Uneducated Employed Married High Bad

53 Large Uneducated Employed Married Low Bad

56 Large Uneducated Employed Married High Good

59 Large Uneducated Employed Married High Good

65 Large Uneducated Employed Married Low Good

79 Large Uneducated Employed Married High Bad

82 Large Uneducated Employed Married Low Good
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Because all the 4 other attributes are alreadtte@d, monthly income automatically performs s |
split. This split has resulted in the creationwb tterminal leaf nodes since both records with rignt

income = low and monthly income = high have good laad academic performance respectively.

MI =Low
MI = High
GAP BAP

Rec 16| | Rec 3
21,63 39,79
82

Figure 4.27 shows the partial decision tree resgiiiom C4.5's final split.

4.2.27 Candidate split at decision node 26

Determining the optimal split for decision node 26éntaining records (5, 7, 18, 57, 67, 69, 76,992,
100) as indicated in Table 4.42 below.

Table 4.42 Training set of records available aigiex node 26

Student | Size of | Parents education Parents Parents Monthly | Academic
family level employment status | marital status income Performance

5 Small Uneducated Employed Married High Bad

7 Small Uneducated Employed Married Low Good

18 Small Uneducated Employed Married Low Bad

57 Small Uneducated Employed Married Low Bad

67 Small Uneducated Employed Married High Good

69 Small Uneducated Employed Married High Good

76 Small Uneducated Employed Married TLow Bad

92 Small Uneducated Employed Married Low Good

94 Small Uneducated Employed Married Low Bad

100 Small Uneducated Employed Married Low Bad

Because all the 4 other attributes are alreadttes@d, monthly income automatically performs st |
split. This split has resulted in the creationwb tterminal leaf nodes since both records with rignt

income = low and monthly income = high have good lbad academic performance respectively.
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Node

26
MI =Low
MI = High
BAP GAP
Recl8 ec 67
57,76, | |69
94,100

Figure 4.28 shows the partial decision tree regyliiom C4.5's final split.

4.2.28 Candidate split at decision node 27

Determining the optimal split for decision node 2@ntaining records (11, 20, 35, 47, 74, 77, 85, 89

91) as indicated in Table 4.43 below.

Table 4.43 Training set of records available aisier node 27

Student | Size of | Parents education Parents Parents Monthly Academic
family level employment status | marital status income Performance

11 Small Uneducated Unemployed Married Low Good

20 Small Uneducated Unemployed Married High Good

35 Small Uneducated Unemployed Married High Bad

47 Small Uneducated Unemployed Married High Good

74 Small Uneducated Unemployed Married High Good

77 Small Uneducated Unemployed Married High Good

85 Small Uneducated Unemployed Married High Good

89 Small Uneducated Unemployed Married Low Bad

91 Small Uneducated Unemployed Married High Bad

Because all the 4 other attributes are alreaditegd, monthly income automatically performs s |

split. This split has resulted in the creationwd terminal leaf nodes since both records with rhignt

income = low and monthly income = high have good laad academic performance respectively.

MI =Low
MI = High
BAP GAP
ec 89 | |Reec 20
47.74,
77.85

Figure 4.29 shows the partial decision tree raggiiiom C4.5's final split.
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GAP — Good academic performance
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Table 4.44 Decision rules extracted from the denisiee in figure 4.30

Antecedent Consequent Support Confidence

If parents marital status = single and parents employment status = employed Then good academic performance ﬁ % +*100=100%
size of family = small and parents education level = educated and monthly
income =low
If parents marital status = single and parents employment status = employed Then bad academic performance ﬁ % +*100 = 100%
size of family = small and parents education level =educated and monthly
income =high

2 2
If parents marital status = single and parents employment status = employed Then bad academic performance 705 >* 100 = 100%
size of family = small and parents education level = uneducated and monthly
income=low
If parents marital status = single and parents employment status = employed Then bad academic performance % S +* 100 = 100%
size of family = small and parents education level = uneducated and monthly
income =high
If parents marital status = single and parents employment status = employed Then bad academic performance % g +*100=100%
size of family = large and parents education level = educated
If parents marital status = single and parents employment status = employed Then good academic performance % % *100=100%
size of family = large and parents educationlevel = uneducated and monthly
income=low
If parents marital status = single and parents employment status = employed Then bad academic performance % Z 100 = 100%
size of family = large and parents education level = uneducated and monthly
income =high

3 3
If parents marital status =single and parents employment status =unemployed =~ Then good academic performance Too 3 100 =100%
and parents education level = educated and size of family= small and monthly
income =low

2 2
If parents marital status = single and parents employment status = unemployed ~ Then bad academic performance Too >* 100 = 100%
and parents education level = educated and size of family= small and monthly
income =high

1 1
If parents marital status = single and parents employment status = unemploved Then bad academic performance Too 1 100 = 100%
and parents education level = educated and size of family=large and monthly
income=low

1 1
If parents marital status = single and parents employment status = unemploved Then good academic performance Too I 100 = 100%
and parents education level = educated and size of family = large and monthly
income=high

6
If parents marital status = single and parents employment status = unemploved Then bad academic performance % . 100 = 100%
and parents education level = uneducated and size of family =small and monthly
income=low
1

If parents marital status = single and parents employment status = unemploved Then good academic performance % T* 100 = 100%
and parents education level = uneducated and size of family = small and monthly
income=high

1 1
If parents marital status = single and parents employment status = unemployed Then good academic performance o T* 100 = 100%
and parents education level = uneducated and size of family = large and monthly
income=low
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If parents marital status = single and parents employment status = unemployed Then bad academic performance o S x*100=100%
and parents education level = uneducated and size of family = large and monthly
income=high
If parents marital status = married and parents education level = educated Then good academic performance % % *100 = 100%
and parents employment status=employed and monthly income = low
and size of family = small
If parents marital status = married and parents education level = educated Then bad academic performance % % *100=100%
and parents employment status=employed and monthly income =low
and size of family = large

5 5
If parents marital status = married and parents education level = educated Then good academic performance Too P 100=100%
and patents employment status=employed and monthly income =high
If parents marital status = married and parents education level = educated Then good academic performance ﬁ % 100 = 100%
and parents employment status=unemployed and monthly income = low
and size of family = small
If parents marital status = married and parents education level = educated Then bad academic performance % 3 *100=100%
and parents employment status=unemployed and monthly income = low
and size of family = large
If parents marital status = married and parents education level = educated Then bad academic performance % % * 100 = 100%
and parents employment status=unemployed and monthly income = high
and size of family = small
If parents marital status = married and parents education level = educated Then good academic performance ﬁ % +*100=100%
and parents employment status=unemployed and monthly income = high
and size of family = large
If parents marital status = married and parents education level = uneducated Then good academic performance ﬁ z *100=100%
and parents employment status=employed and size of family= small
monthly income =low
If parents marital status = married and parents education level = uneducated Then bad academic performance % % +*100=100%
and parents employment status=employed and size of family = small
monthly income =high

s 5
If parents marital status = married and parents education level = uneducated Then bad academic performance To0 o* 100 =100%
and parents employment status= employed and size of family = large and
monthly income =low
If parents marital status = married and parents education level = uneducated Then good academic performance ﬁ S + 100 = 100%
and parents employment status= employed and size of family = large and
monthly income =high
If parents marital status = married and parents education level = uneducated Then bad academic performance ﬁ % +* 100 = 100%
and parents employment status= unemployed and size of family = small and
monthly income =low
If parents marital status = married and parents education level = uneducated Then good academic performance % g *100=100%

and parents employment status=unemployed andsize of family=small and
monthly income=high

If parents marital status = married and parents education level = uneducated

and parents employment status=unemployed and size of family = large

Then good academic performance

g* 100 = 100%
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4.2.29 Decision rule interpretation

One of the most attractive aspects of decisiorstlies in their interpretability, especially witespect

to the construction of decision rules (Larose, 20B&iles are a good way of representing information
or bits of knowledge. The complete set of decisidas generated by a decision tree is equivalent (f
classification purposes) to the decision tree fitélehrose, 2005). The rules come in the form; if
antecedent, then consequent. For decision rulesyitecedent consists of the attribute values tham
branches taken by the particular path through tee, twhile the consequent consists of the
classification value for the target variable givieyn the particular leaf node. (Larose, 2005). A
rule-based classifier also uses a set of IF-THBEBSsrtor classification, (Han & Kamber, 2006). An
IF-THEN rule is an expression of the form; IF cdradi THEN conclusion. The IF part (or left-hand
side) of a rule is the rule antecedent or precawditThe THEN part (or right-hand side) is the rule
consequent. In the rule antecedent, the condittmsists of one or more attribute tests and thésrule
consequent contains a class prediction. Accordingldan & Kamber, 2006, rules extracted directly
from the tree are mutually exclusive and exhaustifes means that we cannot have rule conflicts
because no two rules will be triggered for the s&upée. We have one rule per leaf, and any tuphe ca
map to only one leaf.

4.2.30 Confidence and Support

According to (Larose, 2005), the support of theislen rule refers to the proportion of recordstie t
data set that rest in that particular terminal leadle whiles the confidence of the rule refershi t
proportion of records in the leaf node for whicle ttecision rule is true. In other words, out of the
number of records that support the rule, how mauppsrt good or bad academic performance
proportionately in the data set for which the diecigule is true? In this study, all the leaf nodes
pure, resulting in perfect confidence levels of Z0@rom the generated decision tree in Figure 4.30,
the rules above were extracted to serve as thetlmgpes for the training data to be tested on.

4.3 Test set

In a real-world application of supervised learniwg, have a training set of examples with labeld,an
test set of examples with unknown labels. The whpolat is to make predictions for the test examples
(Elkan, 2012). However, in research, we want to sueathe performance achieved by a learning
algorithm and to do this we use a test set congisti examples with known labels, (Elkan, 2012)e W
train the classifier on the training set, appltatthe test set, and then measure performance by

comparing the predicted labels with the true lab&lgommon rule of thumb is to use 70% of the
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database for training and 30% for testing, (EIka@12). It is absolutely vital to measure the
performance of a classifier on an independenstsEvery training algorithm looks for patterngha
training data, i.e. correlations between the femtuand the class. Only accuracy measured on an
independent test set is a fair estimate of accumatyhe whole population, (Elkan, 2012). The
phenomenon of relying on patterns that are strarlg im the training data is called overfitting. In
practice it is an omnipresent danger, (Elkan, 20TBg following test data is used to measure how
accurate the model performs on unseen data.

4.3.1 Candidate split at root node

Determining the optimal split for the root node t@oning records (1, 2, 3,4, 5,6, 7, 8,9, 10,117,13,

14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 2522628, 29, 30, 31, 32, 33, 34, 35, 36, 37, 3848941,

42, 43, 44, 45, 46, 47, 48, 49, 50) as indicatebable 4.45 below.
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Table 4.45 Test set of records at the root node

Student | Size of | Parents education Parents Parents Monthly | Academic
family level employment status | marital status income Performance

1 Large Educated Emploved Married Low Good
2 Large Educated Unemploved Single Low Bad
3 Small Uneducated Emploved Married High Good
4 Small Educated Emploved Married Low Bad
5 Large Uneducated Unemploved Single High Good
6 Small Educated Emploved Married High Good
7 Large Educated Unemploved Married Low Good
s Small Uneducated Emploved Single High Bad
9 Large Educatad Emploved Married Low Good
10 Large Uneducated Unemploved Single High Bad
11 Small Educatad Emploved Single High Bad
12 Small Uneducated Unemploved Married Low Good
13 Large Educated Emploved Married Low Bad
14 Small Uneducated Unemploved Married High Good
15 Large Fducatad Emploved Single Low Bad
16 Small Educated Emploved Married Low Bad
17 Small Uneducated Emploved Married High Good
18 Large Educated Unemploved Single Low Bad
19 Small Uneducated Emploved Married High Bad
20 Large Educatad Emploved Single Low Good
21 Large Educated Emploved Married Low Good
22 Small Educated Unemployed Single High Good
23 Large Uneducated Employed Married Low Bad
24 Small Educated Emploved Single High Bad
25 Small Educated Unemploved Married Low Good
26 Large Uneducated Emploved Single High Good
27 Small Educatad Emploved Married Low Bad
28 Large Educated Unemployed Single High Good
29 Large Uneducated Emploved Married High Good
30 Small Educatad Emploved Single low Good
31 Small Uneducated Unemploved Married Low Good
32 Large Educated Employed Single Low Good
33 Small Educated Unemployed Marriad High Bad
34 Large Uneducated Emploved Single Low Good
35 Small Educated Unemplovyed Married High Bad
36 Large Uneducated Emploved Married Low Bad
37 Large Educated Unemployed Single High Bad
38 Small Uneducated Employed Married Low Bad
39 Large Educated Employed Single High Good
40 Small Uneducated Unemploved Married High Good
41 Small Educated Emploved Married High Good
42 Large Educated Emploved Single Low Good
43 Small Uneducated Employed Married High Bad
44 Large Educated Unemploved Single Low Good
45 Small Uneducated Emploved Married High Bad
46 Large Educatad Emploved Single Low Good
47 Small Uneducated Emploved Married High Good
48 Large Educated Unemploved Single High Bad
49 Small Educated Emploved Married Low Good
50 Small Educatad Emploved Single High Bad

The test data above is used to produce the dedigerbelow for the test model after performing the

data mining analysis. The analysis is not represkitere due to the voluminous nature of the

document.
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Figure 4.50 Test Model (Decision Tree)
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4.3.20 Decision rule coverage

A rule's coverage is the percentage of tuplesatetovered by the rule (i.e., whose attributeeslu
hold true for the rule's antecedent). For a radetsiracy, we look at the tuples that it covers sewl
what percentage of them the rule can correctlysdfiggdHan & Kamber, 2006). The following rules
were extracted and the rule set produced wereotteaving;

Table 4.76 Decision rules extracted from the denisiee in figure 4.50

Antecedent Consequent Support Confidence
1 1
If size of family = small and parents education level = educated and Then good academic performance = . 100=100%
parents marital status = single and parents employment status=employed
and monthly income =1ow
3 1
If size of family = small and parents education level = educated and Then bad academic performance p s 100=100%
parents marital status = single and parents employment status=employed
and monthly income =high
1 1
If size of family = small and parents education level = educated and Then good academic performance = i 100=100%
parents marital status = single and parents employment status=
unemployed
1
If size of family = small and parents education level = educated and Then bad academic performance % " 100=100%
parents marital status = married and parents employmentstatus = employed
and monthly income =low
If size of family = small and parents education level = educated and Then good academic performance % % x 100 = 100%
parents marital status = married and parents employmentstatus=employed
and monthly income =high
1 2
If size of family = small and parents education level = educated and Then good academic performance P o 100 = 100%
parents marital status = married and parents employmentstatus=
unemployed and monthly income =low
1 3
If size of family = small and parents education level = educated and Then bad academic performance P 3" 100 =100%
parents marital status = married and parents employmentstatus=
unemployed and monthly income =high
1 1
If size of family = small and parents education level =uneducated and Then good academic performance o T 100 = 100%
parents employment status= employed parents marital status = single
If size of family = small and parents education level = uneducated and Then bad academic performance 5—]; % +100=100%
parents employment status = employed parents marital status= married
monthly income =low
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If size of family = small and parents education level =uneducated and

parents employment status= employed parents marital status = single
monthly income =high

Then good academic performance

%* 100 = 100%

If size of family = small and parents education level =uneducated and

parents employment status=unemployed

Then good academic performance

g* 100 = 100%

If size of family = large and parents employment status = employed and

monthly income =low parents education level =educated and parents
marital status = single

Then good academic performance

3* 100 = 100%

If size of family = large and parents employment status = employed and

monthly income =low parents education level =educated and parents
marital status= married

Then bad academic performance

%* 100 = 100%

If size of family = large and parents employment status = employed and

monthly income =low parents education level =uneducated and parents
marital status = single

Then good academic performance

%x 100 = 100%

If size of family = large and parents employment status = employed and

monthly income = low parents education level =uneducated and parents
marital status= married

Then bad academic performance

&S

%* 100 = 100%

If size of family = large and parents employment status = employed and

monthly income =high

Then good academic performance

%x 100 = 100%

If size of family = large and parents employment status = unemployed and

parents matitalstatus= single and parents educationlevel =educated
and monthly income =low

Then bad academic performance

%* 100 = 100%

If size of family = large and parents employment status = unemployed and

parents matitalstatus= single and parents educationlevel =educated
and monthly income =high

Then good academic performance

3* 100=100%

If size of family = large and parents employment status =unemployed and

parents marital status = single and parents education level =uneducated

Then bad academic performance

%* 100 =100%

If size of family = large and parents employment status =unemployed and

parents marital status = married

Then bad academic performance

%* 100 = 100%

The performance evaluation of this model was fodus®the concepts of sensitivity, specificity and

accuracy in the context of academic performancesdiaation. Given the importance of these stafssti

in model evaluation, they are further discussetthénpreceding sections.

4.4 Measures of classification success

According to lan & Eibe (2005), ‘the numerical arrate of a classifier on a test set may be in the

region of 25%’. This corresponds to a successohi#b%; representing the true success rate of the

classifier on the target population. To predict peeformance of a classifier on new data, we need t

assess its error rate on a dataset that playedmaghe formation of the classifier. This indagent
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dataset is called the test set, (lan & Eibe, 20R&)vided both samples are representative, the rate

on the test set will give a true indication of fitgyperformance and the accuracy of the error etima
can be quantified statistically (lan & Eibe, 2009)he evaluation of the performance of the
classification model is based on the counts ofresirds correctly and incorrectly as predictedHzy
model, (Tan, 2005). Variables of academic perforreanclude different kinds of information, such as
family size, parents education level, peer pressuamthly income, marital status, employment status
school attendance, etc. Schools’ decisions on atiadeerformance rely on factors that stimulate the
academic performance of students, thus making tearacy of classification models essential in
education administration. For the purposes of #tigly, the best possible classifier on the given
academic performance variables were chosen basesdooattributes. The attributes are measured to
determine how successful the model performs onrseen data. For supervised learning with two
possible classes, all measures of performanceaaedon four numbers obtained from applying the
classifier to the test set, (Elkan, 2012). Thesalmers are called true positives TP, false positives
true negatives TN, and false negatives FN. Posdiassification being good academic performance
and negative classification being bad academicopadnce. These measures of performance are
tabulated in a confusion matrix. The table belovoveh the confusion matrix for the academic
performance classification on the test data.

Table 4.77 Sensitivity, specificity and accuracytioa test data

Outcome of Academic Performance classification as determined by the standard of truth on the test
the data
classification
process
Positive Negative Row Total
TP+FP (10)
Positive P ® EF (Total number of subjects with
positive classification)
FN+TN (9)
Negative FN @) IN(©) (Total number of subjects with
positive test)
N = TP+TN+ FP+FN (19)
= ‘:;::Illn TP+FN (11) FP+IN (8) (Total number of subjects in study)
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4.5 True and False Positives and Negatives (Typamnd Type Il error)

The two types of classification errors are falssifpees and false negatives, (Bramer, 2007). False
positives (Type 1 Errors) occur when instances shauld be classified as negative are classified as
positive. False negatives (Type 2 Errors) occurmihstances that should be classified as positiee a
classified as negative, (Bramer, 2007). The vahfeB and N, the number of positive and negative
instances, are fixed for a given test set irrespedf whichever classifier is used. Given the eslof
True Positive Rate and False Positive Rate asasdll and N, all the other measurements for the imode
were derived. This model is therefore characterizgdts True Positive Rate (TP Rate) and False
Positive Rate (FP Rate) values, which are bothgntams from 0 to 1, (Bramer, 2007). If a student’s
academic performance is proven to be good ana@dri®borated by the given test data, the resuhef
classification is considered true positive (TPmarly, if a student’s academic performance isvero

is proven to be bad and the test data suggestdtibdest result is true negative (TN). Both fositive

and true negative suggest a consistent result kettte test data and the proven condition (Starafard
truth), Zhu et al, (2010). However, no model isf@et; if the test data indicates the presence df ba
academic performance of a student who actuallyrgeto the good academic performance class, the
test result is false negative (FN). Similarly,hktresult of the test data suggests the presengeoaof
academic performance of a student who actuallyngsldo the bad academic performance class, the
test result is false positive (FP). Both false ppesiand false negative indicate that the testltesue
opposite to the actual condition. Sensitivity, sfieity and accuracy are described in terms of TR,

FN and FP and the evaluation measure mostly uspdattice is the accuracy rate (Acc). Zhu et al,
(2010). According to them, ‘Accuracy is the propammt of true results, either true positive or true
negative, in a population’. The accuracy of the eloghs achieved by measuring the degree of veracity
of the test data on the model. This also involVexldvaluation of the effectiveness of the modatdy
percentage of correct predictions, Zhu et al, (20EQuation 1 shows how Accuracy was computed on
the test data. |A| denotes the cardinality of sefthe measure of the number of elements of set A).

Costa et al, (2007)

'TN| + |TP]
Acc =
[FN| + |[FP| + [TN] + |TP| Equatib
8+6 14
Acc = =— =0.74

342+6+8 19
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The complement of Accuracy (Acc) is the error réier). Equation 2, evaluates the model by its

percentage of incorrect predictions. Costa e28i07)

[FN| + [FP|

Err =

[FN| + [FP| + [TN| + |TP| Equation 2

3+2 5
Enm——7"—=—=0.26
3+24+6+8 19

The recall (R) measured and evaluated the effewds® of the model for each class in the test data b
applying the test data on the model. Recall (sieitgibr true positive rate) is the proportion afnsples
belonging to the positive class which were corgeptiedicted as positive by the model. Costa et al,
(2007). It showed how good the academic performatassification model is at classifying a student
belonging to the good academic performance cléssumerical value represented the probability of
the model to truly identify students who belongtis class. The higher the numerical value, the les
likely for the model to return false positive reasuEquation 3 shows how Recall (R) was computed on

the test data, Costa et al, (2007).

TP

[TP| + [FN Equation 3

8 8
R=—— =— =0.73
8+3 11

Specificity (Spe) measured and evaluated the effgotss of the model for each class in the testidat
comparison to the training data. Specificity (tnegative rate) is the percentage of negative sample
correctly predicted as negative by applying the tesa on the model. Equation 4 shows how

Specificity (Spe) was computed on the test datataCet al, (2007) & Zhu et al, (2010).

TN
Spe =

[FP| TN Equatibn

6 6
Spe=—— == =10.75
6+2 8

(1 — Specificity)
1-0.75=0.25
Precision (P) is measured to estimate the prolahiiat the positive predictions were correct. Its

computation is given by Equation 5. Costa et200().
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TP

|TP| + |FP|

Edion 5
8
———=—=0.8
8+2 10

Precision and Recall are combined into a singlesomea (their product divided by their average tb ge
the harmonic mean) which is the measurement ofa&eloication to aggregate the scores in the two

measurements to determine their single final s¢@apta & Malviya, 2012).

2 *Recall * Pr ecision
F—Measure =

Re call + Precision Equation 6

2%0.73%x0.8 _ 5
F-Measur&e——=—=24
0.73+0.8 19

Based on the calculations of the equations abbeeatcademic performance classification model has a
sensitivity of 73%, this means that there is a 78P&nce that, the model will classify students who
belong to the good academic performance classatlyr&hu et al, (2010). The numerical value of
specificity represented the probability of the @sta to classify students without giving falseifros
results, Zhu et al, (2010). The academic perforraariassification model has a specificity of 75%.
This means that when new data is thrown at the htoa¢assify, there is a 75% chance that, the rhode
will classify a student belonging to the bad acadegmerformance class accurately, Zhu et al, (2010).
According to them, ‘a test can be very specifichaiit being sensitive, or it can be very sensitive
without being specific. Both factors are equallyportant but a good test is one that has both high
sensitivity and specificity’. The numerical valué accuracy represents the proportion of positive
results (both true positive and true negativehagelected population Zhu et al, (2010). The avade
performance classification model has an accuraci4éé. This reflects the percentage results of how
accurate the model is regardless of the positivenegative classification. However, it worth
mentioning that, the equation of accuracy implieg even if both sensitivity and specificity arghniit
does not suggest that the accuracy of the testidaggually high. In addition to sensitivity and
specificity, the accuracy is also determined by lemmmon the model classifies students from the
good or bad academic performance class withingstedata, Zhu et al, (2010).

4.6 Receiver operating characteristics (ROC) graphkisualization

Another common evaluation measure used in binagsdication problems is the ROC (Receiver
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Operating Characteristics) graph, which relatesisigity and specificity, (Fawcett, 2003). This gra

Is a technique for visualizing, organizing and sefg classifiers based on their performance and
serves as a useful technique for organizing classifind visualizing their performance, (Fawcett,
2003). These graphs have long been used in sighattibn theory to depict the tradeoff between hit
rates and false alarm rates of classifiers (Faw2@@3). One of the earliest adopters of ROC graphs
machine learning was Spackman (1989), who demdedtthe value of ROC curves in evaluating and
comparing algorithms. Recent years have seen aease in the use of ROC graphs in the machine
learning community, (Fawcett, 2003). For the acadgmerformance classification model, the true
positive rate (TPR) was matched against the fabsdipe rate (FPR) to determine the single point in
the ROC graph. This point showed the tradeoff betwsensitivity and specificity, an increase in
sensitivity is accompanied by a decrease in spagifiZzhu et al, (2010). From the equations above,
TPR is equivalent to sensitivity and FPR is equaato (1 — specificity), Zhu et al, (2010). Allgsble
combinations of TPR and FPR compose the ROC spacesingle cut point of the model on the ROC
graph defines one single point in the ROC space,éflal, (2010). Thus the location of the pointhie
ROC space depicts whether the academic performaassification model was a good classifier or
not, Zhu et al, (2010). The model had 73% sensjtiand (1 — 0.75) 25% specificity. In an ideal
situation, the point determined by both TPR and KRRis a coordinates (0, 1), and this point fats
the upper left corner of the ROC space. The cuttpm the ROC space indicates that, the academic
performance classification model has a sensitwity3% and specificity of 25% and this falls within
the area above the diagonal line which represent®ad academic performance classification,
otherwise a bad prediction. The diagonal line jugnithe bottom left and top right-hand corners
correspond to random guessing, whatever the prityadfithe positive class may be, (Bramer, 2007).
Theoretically, a random guess would give a poioh@glthis diagonal, Zhu et al, (2010). The lower
right-hand triangle corresponds to classifiers @rat worse than random guessing, (Bramer, 2007).
This can be visualized on the diagonal determineddordinate (0, 73) on the y-axis and coordinates
(0, 25) on the x-axis. Any classifier that appearhe lower right triangle performs worse thandam
guessing, (Fawcett, 2003). The interpretation ofCR€irve is similar to a single point in the ROC
space; the slope of the tangent line to a cut-gells us the ratio of the probability of identifg true
positive over true negative and the selected cirtglmesn’t also add additional information to itign

the true positive result, Zhu et al, (2010). Apinagal view of the ROC analysis on the test data is
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presented in the figure below.

I&nsitivily (TPR)

Ideal point{0.1)
0.8
® Cut point (0.73, 0.25)
0.6
Random classHfication
0.4
0.2
0 0.2 0.4 0.6 0.8 1

1-specificity (FPR)

Figure 4.51 ROC graph: the shadow area represdrgtex model classification
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CHAPTER 5

SUMMARY, CONCLUSION AND RECOMMENDATION
5.1 Summary
The top down induction of decision trees is on¢hefmost commonly used methods of classification
and it is widely cited in research literature, (Biex, 2007). For classification problems, it is maktio
measure a classifier's performance in terms ofetiner rate. The classifier predicts the class chea
instance if it is counted as a success; othenitisean error (lan & Eibe, 2005). The error ragust the
proportion of errors made over a whole set of imstg, and it measures the overall performanceeof th
classifier. lan and Eibe (2005) stated that, ‘#substitution error is the error rate on the trajniata
and it is calculated by resubstituting the trainingtances into a classifier that was constructech f
them’. It is not a reliable predictor of the trugag rate on new data. Sensitivity, specificity and
accuracy which are widely used statistical methiodsnodel evaluation are used to measure the
correctness of the model, Zhu et al, (2010). Serigievaluates how good the model is at detecting
student from the good academic performance clade ®pecificity estimates how likely students with
bad academic performance will be detected Zhu, €2@10). The accuracy of the model can therefore
be determined from these two accuracy measuresRU graph is the graphic presentation of the
relationship between sensitivity and specificityheélps to decide on the models optimality throtrgh
determination of the best threshold for the classizhu et al, (2010).
5.2 Conclusion and future work
Synthesizing the vast amount of research and idedsondensing them with the aim of introducing
data mining to the public basic education systeangseat challenge. By using well defined algorghm
from the disciplines of machine learning and asi#i intelligence to discern rules, data mining has
profound application significance, (Luan, 2000)this study, | have shown how useful data mining
can be used at the basic education level, partlgulahelp improve students’ academic performance
by accurately predicting student’s academic peréoroe based on certain socio-economic variables.
The application of this model can be used to dgevpkrformance monitoring and evaluation systems.
This model also has the potential to improve pemnBorce monitoring of public basic schools by
offering historical perspectives of students’ acaite performance. Although the continuous
evaluation of students’ academic performance isrgnbe principles of improving student learning,
evidence of applying data mining to the socio-ecoicahallenges of students’ academic performance

is lacking in Ghana. This is partly due to the ladkadequate data to undertake such research. This
pg. 134



study represents a step towards helping to fi§ ttap. | used questionnaire to collect data from 10
selected public basic schools in the Ablekuma veeststituency of the Greater Accra region to
determine whether the selected socio-economicblasacan effectively help in the development of a
prediction rule model to predict students’ acadepecormance. | applied data mining techniques
(C4.5 algorithm) to discover knowledge in this negarticularly the decision tree. | then usecesal
classification accuracy measures to assess thesagoof the model. The list of socio-economic fasto
investigated could not have been exhaustive; hierseveral other factors that can influence academ
performance. My future work include applying dat@img techniques on an expanded data set
covering a much wider population and with moreiddive attributes to get more accurate results.
Also, experiments could be done using other dataingitechniques such as neural nets, genetic
algorithms and k-nearest Neighbor. The tools aodriejues presented in this study provide a starting
point for the development of classification modelsschools in Ghana. Finally, the used preprocess
that cumulated in the development of this modeladbe embedded into a software so that public basic
schools can derive the maximum benefit from i iitly hope that the results of this study will befuk
to policymakers, researchers, and others interastéide application of data mining in educational
research so as to complement and supplement lthgiateon performance monitoring and assessment
programs.
5.3 Recommendations
For the purpose of this study, the following inemtion measures are recommended for adoption by
the Ghana Education Service;
» Headteachers of the various public basic schoatsildhnot only focus their attention on
classroom activities but also on the economic awethtneeds of their students.
* Schools should also devise means of paying spati@htion to students from low social
economic backgrounds.
» Schools should set up student support systemsoainid fnuch attention on students from low
social economic backgrounds.
» Schools should identify needy students and askehtwith financial aid or grant them
scholarship status.
* Public educational institutions (first cycle) shdwlet up functioning counseling centers in all

public basic schools and ensure that, adequatesetars are made available to the students.
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e Students from unstable or broken families shouék ggofessional advice from counselors on
how to manage their psychological problems and selans should provide the necessary

assistance to them.
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APPENDIX A

Socio-economic status and academic performance of students in public basic schools in the
Ablekuma West constituency of the Greater Accra region.

Students Questionnaire

As part of the requirements for the fulfillment of the requirements for master’s degree in
Information Technology (I.T), I am conducting a research in the development of a data mining
classification model to predict the academic performance of students in public basic schools in the
Ablekuma west constituency using socio-economic variables. I am therefore requesting for your
participation in this study by filling this questionnaire. All answers provided will be strictly
confidential. The information provided will be beneficial for addressing the challenges of students

from poor socio-economic homes.

Instructions for section A

Please fill in as appropriate

SECTION A: STUDENT DEMOGRAPHIC DATA

1. Age
2. Gender

a. Male b. Female
3. Class

a. JHS 1

b. JHS 2
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Instructions for section B

Please tick as appropriate

Strongly Agree Strongly | Strongly agree

disagree agree

Question 4 3 2 1

I come from a
large family
background

My parents
are educated

My parents
are gainfully
employed

My parents
are married

My parents
are high
income
earners

My academic
performance
can be rated
as good
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