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Abstract

In this study we have used two types of ANN architectures to forecast the yearly tourist de-
mands of Ghana. We did this analysis with the purpose of applying two types of ANN networks
that can increase the forecasting accuracy of tourists arrivals in Ghana. The two types of ANN,
i.e. the Feedforward and the Recurrent (NARX), were trained and afterwards tested on the

tourist arrival data.

The recurrent network predicted better than the feedforward network. In addition, both net-
works did train well but the recurrent was able to generalize by predicting the test data with
minimal errors. We also found out that a small learning rate is more effective since it slows
down the learning process and allows the network to adapt very well to the data. With large
learning rates it is very likely for the network to over fit. Recurrent networks are time con-
suming but they end up having the best training which can generalize when an appropriate

algorithm and=a large data sizeis fed into it. The weights (parameters) obtained in this work

would have been very difficult to be obtained if we had used any of the traditional methods.
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Chapter 1

Introduction

1.1 Background Study

The first usage of Artificial Neural Networks (ANN) in forecasting was reported in 1987 by
Farber and Lapedes. Farber and Lapedes designed a feed forward network that could be used in
predicting a dynamic nonlinear time series generated by the logistic map and the Mackey-Glass
equation. The outcome of their experiment éﬂowed that ANN are very good in modeling and
predicting nonlinear time series with excellent accuracy (Zhang, 1997). The results obtained
from the research by Farber and Lapedes motivated other researchers to use ANN as a means of

forecasting and prediction of time series data.If is in this light that has driven the motivation in

—

the a,pplicat.i-on of ANN in time series forecasting. Statistical problems in areas like medicine,
finanee; physics and engineering can be solved or tackled efficiently using Artificial Neural

Networks. The massive interest in ANN’s by many researchers are born from the fact that

ANN’s operate accurately on nonlinear time series data.

In reality ANN’s are closely related to the traditional statistical models like regression, cluster-

ing algorithms and nonlinear filtering. The purpose of ANN's are not to eliminate or replace

the traditional predicting methods but to act as a compliment to them. This work is therefore
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to bring to light the power and efficiency of artificial neural networks as a tool for forecasting

and prediction.

1.2 Problem Statement

There are many traditional methods that can be used in the predictions and forecasting of
data. However it is very clear that most of the traditional methods are inherently linear. Also
the nonlinear ones that exist tend out to be very difficult to solve. Because of this reason
traditional methods tend to loose track of the actual relationship in a given data and hence
produce to some extent models that are net very,accurate foripredictions. Real world is faced
with problems whereby data is highly nonlinear and incomplete. To be able to predict the
missing part of the data becomes very difficult if there are no good theories that can help
reconstruct the missing part of the data. Most of these problems are nonlinear in nature and
hence need appropriate nonlinear models to help reconstruet or predict the missing part with
a high level of accuracy. This is where Artificial Neural Networks come into play since they
are able to automatically model both linear and nonlinear relationships that exist in a given

dataset.

=

1.3 Objective — - -

Tlﬁfo,b}éctive of this study is to examine the strength of Artificial Neural Networks (ANN) in
predicting or reconstructing a given data set using the Ghana tourist arrivals data set. To the
researchers best of knowledge, ANN has not been used as a tool in predicting tourist arrivals
in Ghana. In these thesis we want to demonstrate the use of ANN with its related learning al-
gorithms most especially the backpropagation algorithm in reconstructing or predicting tourist

arrivals in the tourism sector of Ghana. The results of this which we envisage to be more ac-



curate would serve as a guide to the Ghana Tourist Authority for better planning and coming

out with good policies that would help the industry.

1.4 Justification

In recent years computers are able to analyze data, take decisions and learn patterns on their
own with less human efforts. These special characteristics of computers are as a result of various
artificial intelligence built into programs that run on these computers. In these programs are
codes which are written based on Artificial Neural Network algorithms and this accounts for
the intelligence of recent computers. In some other cases identifying the structural relationships
that exist in a given data set is often problematic and this sometimes hinders the predictability
of that data set. ANNs are able to analyze data by learning the patterns the exist among the
data set by adapting and generalizing these patterns so that whenever any other new data point
is introduced to the network it would be able to predict its outcome.The time series predictions
of Artificial Neural Network is non-parametric. This is because ANNs do not need to know
how the time series signal is generated (Diaconescu, 2008). All these make ANN a powerful
tool for predicting and reconstructing data patterns and hence the motivation of the researcher
in applying it to the tourist arrivals data in the Ghana tourist industry.

1.5  Methodology

Following previous works by R. Law and R. Pine of the Hong Kong Polytechnic University
in 2004, tourist arrivals could be predicted using economic indicators such as exchange rates,
market expenses etc as independent variables. In this research we predicted the arrival in
the fifth year using a four year lagged number of arrivals. The model used in the study s

represented in equation (1). Q. representing the arrivals of tourists in a destination country



can be expressed as a function of the lagged arrivals.

AT (A R W SRR (1)

where Q is the number of tourist arrivals in the destination country, Ghana. In regression, (1)

could be represented mathematically by a multivariate regression model as

Qt =a -+ th-l -1 CQf_g + ...+ ZQt_n ........... (2)

where a is a constant. b, c,...,z and g are the variable coefficients of the lagged tourist arrivals

respectively. The independent variables in (1) would be gathered and simulated using ANN.

1.6 Organization of Thesis

The introduction of this thesis is presented in chapter one.Chapter two is devoted to the the-
oretical framework and literature review of the study of tourism demand.The methodology
employed in this study is presented in chapter three.The analysis and simulation results are
presented in chapter four. Chapter five encompasses the conclusion and recommendations for

further research.



Chapter 2

Literature Review

2.1 Introduction

The world of Artificial Neural Networks (ANN) is endowed with a lot of literature on its theories
and applications. The applications of ANN that has appeared in literature over the years and
in various research fields give overwhelming and outstanding results. It has been shown that
using ANN in time series forecasting is far m;:n.;e efficient than traditional forecasting methods
like moving average (3), regression models and exponential smoothening. This chapter of the
thesis seeks to bring to bear the various results that have appeared in literature concerning the

applications of ANN.

29— Artificial Neural Networks

In 1996 a Switz financial analyst, Paolo Tenti, published an article in connection with the
applications of ANN in the financial market. The article proposes the usage of recurrent neural
networks (one of the many ANN architecture) in predicting the foreign exchange rates of the

German Deutschemark. Tenti was motivated to do this research because financial traders at

that time argued that the statistical properties that governs foreign exchange rates follows a
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particular trend hence systematic procedures can be used to foretell the future of that particular
financial instrument. On the other hand, the academicians took a very strong stand that these
statistical properties has no trend but follow a sort of random walk hypothesis. Years later
exchange rates were found to be rather dependent on past changes. This led to the dismissal
of the idea that exchange rate returns follow a random walk hypothesis (Tenti, 1996). Before
the advent of nonlinear dynamics, statistical tests for the random walk were usually conducted
by verifying that there was no linear dependence, or that autocorrelation coefficients were not
statistically significant. Evidence has now shown that while there is little linear dependence,
the idea of only linear dependence can [stréngly be rejected, demonstrating the existence of
nonlinearities in exchange rates (Brock et al., 1991).~In his‘research, Tenti developed three
different types of the recurrent network and used empirical data of the exchange rates to test
their performance. He developed two trading strategies and incorporated them into the three
networks. Before we continue with the outcome of his research lets take these definitions out
of the way. Recurrent networks like any other artificial networks are predisposed to overfitting
of data. This problem occurs when the network has been able to learn the patterns in the
training data and yet cannot accurately predict an out-of-sample (test) data. To tackle this
anormally, the first step is to train the network model as usual with the training data set and
then evaluate the network’s performance with the test data set. Also one can use any of the
e R~
network algorithms available to reduce the network size by reducing the number of neurons
imthe hidden layer and the number of parameters to be estimated (Weigend et al., 1992). In
Tenti’s research, he trained the network until it converged and then observed the point at which
the test data error began to rise— He then took the network weights at the iterate where the

test data error was minimum as the estimated parameters. In this case, since the network was

evaluated on the test data set, the network generalization was accurate.

Still in the financial world pattern recognition is one of their most challenges and ANN’s have



been applied most extensively to obtain the solution. Recognition of handwriting can be a
daunty and challenging task to people whose field are concern with numbers or handwriting. A
typical example is the bank. Almost everyday bank checks are issued by different individuals
and it is the duty of the bank authorities to detect the authentic handwriting of the bearer of
the check. Al-Omari et al conducted a research on the recognition of Arabic numerals using a
feedforward ANN with the backpropagation learning algorithm. They came out with the most
popular architecture of Neural Networks that is being used. This consists of an input layer,
a hidden layer and an output layer. The number of nodes in the input layer differs according
to the feature vector’s dimensionality i.6. the'inpit space dimension (Al-Omari et al, 2009).
Commonly neural networks are trained, so that a particular input leads to a specific target
output. The network is adjusted based on the comparison between the network output and the
target. This is done continuously until the network output matches the target. In a research by
Al-Omari et al, they built two networks in which the first consisted of three layers i.e. the input
layer, the hidden layer and the output layer. The three layers of the first network had 600, 50
and 10 neurons respectively. The input had these number of neurons because the dimension
of the input vector was 600. With the output layer it had 10 neurons because the research
was to recognise 10 digits i.e. [0,1,. . .,9]. The number of neurons in the hidden layer can be
varied and it rests in the hands of the re:sea,rcher to decide how many neurons in the hidden
ey e =
layer that best suits the application. The architecture of the second network had four layers.
H—isalso similar to the architecture of the first network except that there was one additional
hidden layer rather than one hidden layer. The input vector also consists of 600 inputs. The
first hidden layer had 250 neurons and the second had 6 neurons (Al-Omar et al, 2009). They
took 600 handwritings of the digits from 0 to 9 and fed it into the network. It was observed in

the experiment that the second network converged more rapidly than the first network. This

was the situation since the number of epochs (iterations) was greater in the first network than



in the second network. The accuracy of recognition is 93 percent in the first network and 95
percent in the second network. They found that the recognition accuracy for digits (1, 2, 3, 5, 6
and 7) remains the same in both networks. And the recognition accuracy for digits (0, 4 and 8)
was better in the second network, while the recognition accuracy for digit (9) was better in first
network. Digit (0) achieved the best average accuracy 96.65 percent in both networks. Digit
(9) achieved the least average accuracy 89.95 in both networks. They conclude that the second
network with two hidden layers recognized all digits more accurately than the first network
with one hidden layer except for digit (9). In conclusion they reached the computer to think or
mimic the human brain by the use of neural networks. This recognition starts with acquiring
the image to be preprocessed throw a number of steps:” In"afinal conclusion, neural network

seems to be better than other techniques used for recognition (Al-Omar et al, 2009).

Koskela et al, 2007, in their research compared three neural network architecture using four
separate time series data in a forecasting task. The research constituted of three main ANN
architectures which include the Elman, the Finite Impulse Response (FIR) and the Multilayer
Perceptron (MLP) networks. These are networks which possess a special kind of properties.
The results by Koskela showed that the efficiency of the learning algorithm is a more important
factor than the network model used (Koskela et al, 2007). The MLP is a kind of static network
which is used-te;redi'ct time serresdata that is in a stationary mode. A time series data is said
to be stationary if its statistics does not change with time (Koskela et al, 2007). In the MLP the
i

input vector contains previous versions or values of a sample data in their respective time steps
and the network is required to predict the value of the data in the next time step. The other
two networks that is the Elman a?nd FIR are dynamic networks. Dynamic or recurrent network
mechanism would be explained much better in Chapter 3. But before that, the Elman and FIR

networks can store past information of the network in memory during the learning process. The

experiment by Koskela et al was characterized by four separate data samples. These include




the load in an electric network, fluctuations in a far-infrared laser, behaviour of sunspots and
an artificially generated time series. All data samples were normalized to values between [-1,1]
except the behaviour of sunspots which were normalized between [0,1]. The data samples were
divided into two for each sample. The first part which which is the training set starts from
the beginning of each sample and the second part which is the test set starts from the bottom.
The networks were trained with the backpropagation algorithm. With FIR networks a special
type of backpropagation called temporal backpropagation algorithm was implemented in the
training. After training they finally concluded that the efficiency of the learning algorithm is a
more important factor than the neural network model used: Training of Elman networks was
three to ten times slower than for MLP depending on the training data size. For FIR network
training time was five to twenty times longer than for MLP. Elman network models the load
in an electric network very well and its performance in other tasks is similar as MLP networks
performance. For FIR networks trained with temporal backpropagation adequate performance

was reached for two prediction tasks.

ANN are trained without the restrictions of a model to derive parameters and also discover
relationships that are driven and shaped by the nature of the time series data or any dataset
(M. P. Wallace, 2009). ANN are able to construct or build models from any complex rela-
tionships that.ri;ay exist amengany given data. The relationships that exist between time
variant variables in the financial market can be a series of eyeles, trends or even exhibit a non-
et

stationary behaviour. Linear models have been tested on financial time series data in the past
to find complex relationships but the non-linear relationships still exist between many financial
variables (M. P. Wallace, 2009). r#I‘:a,ll«cilrlg about nonlinearities among financial time series data
brings the random walk theory into the picture. Financial time series data has been found to

follow the random walk theory. But testing the randomness within financial time series data

leads to many problems. Even the most advanced nonlinear models are not very efficient to



model the behaviour of financial data and predict them. ANN seems to provide the insight
into the nature of the relationship between the financial time series data which will be very
useful for predictions and forecasting. There are a number of considerations in using neural
networks for financial forecasting, however the neural network has an advanced pattern recog-

nition technique, which makes it particularly useful in time series forecasting (M. P. Wallace,

2009).

Daily air pollution predictions are based on the statistical relationships between weather con-
ditions and ambient air pollution concentrations (Comrie et al, 1997). Traditional statistics
methods such as multivariate linear regression haye been used-to model these relationships and
reasonable results have been achieved. However it is very clear that these relationships are
highly nonlinear and their complexities are very huge. Note that regression models are inher-
ently linear, although curvilinear relationships can be incorporated via polynomial terms in the
regression, and known relationships can be pre-specified by transforming a nonlinear predic-
tor variable into a more linear form (e.g., by taking a logarithm) before using it in the model.
ANNS s are highly robust with respect to underlying data distributions (non-parametric), and no
assumptions are made about relationships between variables (unlike the linear or pre-specified

curvilinear relationships in regression). Thus, neural networks are well-suited to modeling com-

J'J-F'.-F

-

plex, nonlinear-phenomena suehas the stock market or tornado formation. To date, neural
networks have received limited application to the problem of air pollution forecasting and no
it

studies comparing them to regression techniques have been performed (Comrie, et al, 1997).
Comrie et al, 1997 performed a comparative study involving ANN and multiple regression for
the predictions of ozone in a range of eight cities. ANN was found to out perform multiple

regression in all the eight cities though the results were not overwhelming. The research also

showed that the performance of the ANN would have been overwhelming if persistent informa-

tion had been included in the modeling.

10



The accuracy of predicting a particular variable in inventory drives the performance of inven-
tory management. Most often than not traditional forecasting methods are employed in such
situations. But current researches have shown that ANN most of the time presents accurate
forecasting results than the traditional methods. Comparatively the performance of ANN is
better than some traditional forecasting methods like Autoregressive Integrated Moving Aver-
age (ARIMA) and Moving Average (MA) (Mitrea et al., 2007). This results was established as
part of an inventory forecasting by a research group consisting of Mitrea, Lee and Wu. They
developed a Nonlinear Autoregressive network (NARX) model which allows exogenous inputs.
The experiment consisted of a five month /inventery data samples. The data were then simulated
using the ARIMA, MA and the NARX. Comparing thethree results, its seen that the NARX
performed better than the ARIMA and MA. They concluded that, time series forecasting is
well suited with ANN than the traditional methods. Since ANN is able to learn and adapt to
the patterns and relationships that exist among data set. They also found out that the ability
of the ANN to learn is proportional to the number of the training samples. If the number of
samples is increased, the learning performance of the ANN can be improved further (Mitrea,

Lee and Wu, 2007).

2.3 Tourism -

The rich cultural heritage of Ghana formerly the Gold Coast of Africa has made it one of the

__-——"_.—-._.

most visited countries in the sub region by foreign nationals. Ghana’s tourism industry can
boast of many tourist sites including craft villages, forests and lively beaches all year round. In
the whole of West Africa, Ghana,;s the only country endowed with a canopy walk. The tourism
industry of Ghana can boast of about 42 castles and forts inclusive. All these and many more

propel many foreign nationals to visit this country. Ghana has now become one of the few

destinations for tourists for leisure and pleasure in the subregion. The tourism industry has
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become one of the major sources of foreign exchange to Ghana and has been rated the highest
generator of foreign exchange in the country. This industry ranks third after gold and cocoa
when it comes to commodities that generate foreign exchange (Longmatey, 2004). This puts
tourism on a high scale of importance when it comes to the development of Ghana. Ghana

cannot eliminate tourism if it wants to achieve high economic laurels.

As already stated Ghanaian tourism is one of the biggest foreign exchange earner for the
country. Since 2001 which encompasses the scope of this study, the number of tourists arrivals
have increased gradually and considerably. Tourist arrivals increased steadily from the year
2001 to 2004 and it decreased the following year which is 2005. These increase was coupled
with an increase in tourism receipts. In 2005 though there was a decrease in tourist arrivals the
receipts that year increased. This implies that this venture is very important to the Ghanaian
economy therefore much attention should be given to it by the authorities in charge. Below are
the figures of tourist arrivals, their corresponding receipts and number of hotels and rooms for

the past decade i.e. 2001 - 2011.

One of the key definitions of tourism is the movement of a person or group of persons from
their country of permanent residence to another country or place for at least 24 hours but not
more than a year i-e 365 days (Nunoo et al, 2007). Tourism in Ghana dates back to 1970 when
the then government of Ghana set up a committee (Obuarn Committee) and tasked them to
classifyall tourist resources and avenues for a five year tourism developmental plan. The results
presented by the Obuarn Committee. 1972, was subsequently followed by major advancements

in the industry. Many foreign nationals and organization saw it to be a gold mine and started

investing into the tourism industry of Ghana (Teye, 2002).

In recent years there have been many researches into tourism and its sustainability in Ghana.

Tourism in Ghana as an industry is faced with many problems and set backs. These set backs

12



Table 2.1: Tourist Arrivals and Receipts

Year Arrivals (000) Receipts (US$ million)

2001 438.8 447.8
2002 482.6 519.7
2003 530.8 602.8
2004 583.8 649.4
2005 428.6 836.1
2006 497.1 086.8
2007 586.6 1,172.0
2008  698.069 1,403.1
2009  802.779 1,615.2

Source: Ghana in Figures

hinders the sustainability and growth of the industry and thereby reducing revenue generated at
long run. One of the major problems faced by the tourism industry are environmental hazards.
This calls for an environmental management system that would seek to address this issue faced
by the tourism industry (Nunoo et al, 2007). In their research Nunoo et al, 2007 devise a means

to address this pertinent issue.

..-r-"'f-

A research wéisﬂﬂﬁéndﬁcted tmﬁry influence of tourism on the social and economic
structures of the host country. This study was to investigate the transformation or changes
that is effected by tourism. The research employs an econometric model of tourist demand
in a developed country and the country under study was Greece. The econometric model
aims to improve the tourist products of the Greece. The model is estimated using the Least
Squares Method (LSM) (Dritsakis et al, 2004). The tourist demand of a country is dependent

on certain conditions that is prevalent in that country. These conditions or variables can

include the economic, demographic, technological, psychological, socio-political, etc of that

13



Table 2.2: Number of hotels, rooms and beds

Year Number of Hotels Hotel rooms Number of beds
2001 1,053 15,453 19,648
2002 1,162 15,992 21,227
2003 1,250 17,352 22,909
2004 1,313 18,022 23,430
2005 1,341 18,675 23,828
2006 1,405 22,467 27,569
2007 1,407 18,683 26,057

Source: Ghana in Figures

country. To verify the relationships among all these variables so as to be able to carry out
a complete analysis of trends in international tourism becomes very tedious (Dritsakis et al,
2004). Dritsakis et al, 2004 came out in his research that the main variable that definitely
affects demand of tourists positively-is Gross National Product (GNP). GNP growth increases
disposable income and hence the willingness and ability to consume various goods and services
including an increase in tourist demand, whether such a demand refers to number of arrivals
and number of nights spent or to sums of tourist foreign exchange (Dritsakis et al, 2004). In
summary nin_e: Eﬁﬁbles were Ee/_’mmhe model was chosen so that the variables were related

by a log-linear relationship.

P =L

Dritsakis et al concluded in his research that the variable measuring the effect of political
stability is an important factor 111 tourist demand in all countries of the model. While the
probability of terrorist acts and violent crimes is low, their possible occurrence would have
significant consequences on a sensitive traveling public. The general conclusion is that the

tourist host-countries have to face a more demanding, more competitive, and an intensely

differentiated tourist market which forces policy makers to draw and apply a tourist policy

14



employing diligence, timely planning, responsibility, and realism (Dritsakis et al, 2004).

Tourism demand takes its basis from the consumer theory (Zhou et al, 2007). Consumer theory
predicts that the optimal consumption level of a consumer is a function of the consumers income,
price of goods the consumer buys, prices of related goods (substitutes and compliments) and
other demand factors. Many tourism demand researches have shown that there are two groups
of tourism modeling. Zhou et al, 2007, categorized these two groups as the outbound and
inbound tourism modeling. With the outbound modeling attention is given to tourists from a
specific country to several other countries and with the inbound priority is given to tourists from
several countries to a specific country. In modeling an outbotud tourism case the expenditure
of the tourists is taken to be the dependent variable where as the expenditure of tourism related
goods is the depend variable of an inbound tourism model (Zhou et al, 2007). But in a typical
tourism model none of these are used whether inbound or outbound because it is very difficult
to track data relating to the expenditure of tourists (Anastasopoulos, 1984). Based on this
reason many tourism researches use tourist arrivals as the dependent variables. Of the 85
tourism studies reviewed in Crouch (1994), 63 percent chose the number of visitor arrivals as
the measure of demand while 48 percent and receipts (Zhou et al, 2007).

In another study, Aslan et al, 2009 ap;g]ied a dynamic approach to determine or estimate

-y e S

tourism for the Turkish tourism market by using panel data estimation method. Witt and
Somg; 2000 proposed that the traditional regression methods tend to harbour problems like
structural instability of the regression model equation. Also existing empirical research of
the international tourism demand in Turkey which is based on the traditional econometric
techniques faces the same problem (Var et al, 1998). Based on this fact Aslan et al decided to
use the panel data estimation. Traveling by a tourist is dependent on the individuals income.

In effect tourist arrivals are dependent on the income of the tourist. In several studies, the
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national income of the origin country i.e. the country of origin of the tourist is statistically
significant on the their arrivals in the host country (Akis, 1998). Alsam et al, 2009 defined
the demand of tourism as the ratio of the expenditure on tourism of the origin country to the

total expenditure on tourism of the host country. Mathematically demand of tourism, D can

be expressed as

where E, is expenditure on tourism of the origin country and E}, total expenditure on tourism
of the host country. Aslan et al, 2009 also argued that the-motivating factor affecting the
traveling of a household is their real personal income-whieh-is a measure of the wealth of a
household. This synchronizes with Zhou et al, 2007 relating the consumer theory. Other factors
include the relative prices in the host country. The dynamic model used in this study provides
short and long-run elasticity for the variables of interest. This is an additional advantage over
most studies of tourism demand, which are based on static models and only estimate long-run
elasticity. This is a substantial improvement, siﬁce these models are only valid for short-term

predictions (Aslan et al, 2009).

Researches on the new factors that affect tourism demand have been conducted and conclusions

have been draw_g:_-The factors thatinfiuence the demand of tourism can be classified into two

major groups. One of the groups is made up of the current factors that have influence on the
- T = e

demand of tourism and this include the motivation and ability for the tourist to travel. On the

other hand is the group comprising of the emerging factors that would affect tourism demand

in some time to come. The fact that the consumer or the tourist can decide to change his or

her host country or place is an emerging factor. In addition there is an endogenous dynamic

within the tourists behaviour and this would characterize the tourism consumer’s or the tourists

behaviour within the next few years (Lohmann, 2004).
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The current factors mentioned above which include external factors like the ability and mo-
tivation to travel is a very core of the tourism business. These can cripple the whole idea of
tourism demand. For if a tourist does not have the freedom, time and money to travel or does
not have the motivation to do so guess what will happen to the demand of tourism. Consumer
Behaviour is not a reaction on a single factor but on the whole set of influencing external fac-
tors. In addition it is driven by internal factors (e.g.motives, abilities etc.). Thus, the impact

of a change in a single external factor is not limited (Lohmann, 2004).

The tourist arrivals variable is still the most popular measure of tourism demand over the past
few years. Specifically, this variable was measured by total teurist arrivals from an origin to
a host destination, which could be decomposed further into holiday tourist arrivals, business

tourist arrivals, tourist arrivals for visiting friends and relatives purposes (Song and Li, 2008).
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in the second network. The accuracy of recognition is 93 percent in the first network and 95
percent in the second network. They found that the recognition accuracy for digits (1, 2, 3, 5, 6
and 7) remains the same in both networks. And the recognition accuracy for digits (0, 4 and 8)
was better in the second network, while the recognition accuracy for digit (9) was better in first
network. Digit (0) achieved the best average accuracy 96.65 percent in both networks. Digit
(9) achieved the least average accuracy 89.95 in both networks. They conclude that the second
network with two hidden layers recognized all digits more accurately than the first network
with one hidden layer except for digit (9). In conclusion they reached the computer to think or
mimic the human brain by the use of neural networks. This recognition starts with acquiring
the image to be preprocessed throw a number of steps. In a final conclusion, neural network

seems to be better than other techniques used for recognition (Al-Omar et al, 2009).

Koskela et al, 2007, in their research compared three neural network architecture using four
separate time series data in a forecasting task. The research constituted of three main ANN
architectures which include the Elman, the Finite Impulse Response (FIR) and the Multilayer
Perceptron (MLP) networks. These are networks which possess a special kind of properties.
The results by Koskela showed that the efficiency of the learning algorithm is a more important
factor than the network model used (Koskela et al, 2007). The MLP is a kind of static network
which is used to predict time SéTics data that is in a stationary mode. A time series data is said
to_bﬁgi':@;inna,ry if its statistics does not change with time (Koskela et al, 2007). In the MLP the
input vector contains previous versions or values of a sample data in their respective time steps
and the network is required to predict the value of the data in the next time step. The other
two networks that is the Elman and FIR are dynamic networks. Dynamic or recurrent network
mechanism would be explained much better in Chapter 3. But before that, the Elman and FIR

networks can store past information of the network in memory during the learning process. The

experiment by Koskela et al was characterized by four separate data samples. These include
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the load in an electric network, fluctuations in a far-infrared laser, behaviour of sunspots and
an artificially generated time series. All data samples were normalized to values between [-1,1]
except the behaviour of sunspots which were normalized between [0,1]. The data samples were
divided into two for each sample. The first part which which is the training set starts from
the beginning of each sample and the second part which is the test set starts from the bottom.
The networks were trained with the backpropagation algorithm. With FIR networks a special
type of backpropagation called temporal backpropagation algorithm was implemented in the
training. After training they finally concluded that the efficiency of the learning algorithm is a
more important factor than the neural network model used: Training of Elman networks was
three to ten times slower than for MLP depending on the training data size. For FIR network
training time was five to twenty times longer than for MLP. Elman network models the load
in an electric network very well and its performance in other tasks is similar as MLP networks
performance. For FIR networks trained with temporal backpropagation adequate performance

was reached for two prediction tasks.

ANN are trained without the restrictions of a model to derive parameters and also discover
relationships that are driven and shaped by the nature of the time series data or any dataset
(M. P. Wallace, 2009). ANN are able to construct or build models from any complex rela-
tionships that-m;,ﬁ; exist among-any given data. The relationships that exist between time
variant variables in the financial market can be a series of eycles, trends or even exhibit a non-
b
stationary behaviour. Linear models have been tested on financial time series data in the past
to find complex relationships but the non-linear relationships still exist between many financial
variables (M. P. Wallace, 2009). T_alking about nonlinearities among financial time series data
brings the random walk theory into the picture. Financial time series data has been found to

follow the random walk theory. But testing the randomness within financial time series data

leads to many problems. Even the most advanced nonlinear models are not very efficient to



model the behaviour of financial data and predict them. ANN seems to provide the insight
into the nature of the relationship between the financial time series data which will be very
useful for predictions and forecasting. There are a number of considerations in using neural
networks for financial forecasting, however the neural network has an advanced pattern recog-

nition technique, which makes it particularly useful in time series forecasting (M. P. Wallace,

2009).

Daily air pollution predictions are based on the statistical relationships between weather con-
ditions and ambient air pollution concentrations (Comrie et al, 1997). Traditional statistics
methods such as multivariate linear regression have been used to model these relationships and
reasonable results have been achieved. However it is very clear that these relationships are
highly nonlinear and their complexities are very huge. Note that regression models are inher-
ently linear, although curvilinear relationships can be incorporated via polynomial terms in the
regression, and known relationships can be pre-specified by transforming a nonlinear predic-
tor variable into a more linear form (e.g., by taking a logarithm) before using it in the model.
ANNSs are highly robust with respect to underlying data distributions (non-parametric), and no
assumptions are made about relationships between variables (unlike the linear or pre-specified
curvilinear relationships in regression). Thus, neural networks are well-suited to modeling com-
plex, noulinea}r—pilenomena such-asthe stock market or tornado formation. To date, neural
networks have received limited application to the problem of air pollution forecasting and no
e
studies comparing them to regression techniques have been performed (Comrie, et al, 1997).
Comrie et al, 1997 performed a comparative study involving ANN and multiple regression for
the predictions of ozone in a ra,ng; of eight cities. ANN was found to out perform multiple

regression in all the eight cities though the results were not overwhelming. The research also

showed that the performance of the ANN would have been overwhelming if persistent informa-

tion had been included in the modeling.
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The accuracy of predicting a particular variable in inventory drives the performance of inven-
tory management. Most often than not traditional forecasting methods are employed in such
situations. But current researches have shown that ANN most of the time presents accurate
forecasting results than the traditional methods. Comparatively the performance of ANN is
better than some traditional forecasting methods like Autoregressive Integrated Moving Aver-
age (ARIMA) and Moving Average (MA) (Mitrea et al., 2007). This results was established as
part of an inventory forecasting by a research group consisting of Mitrea, Lee and Wu. They
developed a Nonlinear Autoregressive network (NARX) model which allows exogenous inputs.
The experiment consisted of a five month inventory data samples. The data were then simulated
using the ARIMA, MA and the NARX. Coniparing thé threé results, its seen that the NARX
performed better than the ARIMA and MA. They concluded that, time series forecasting is
well suited with ANN than the traditional methods. Since ANN is able to learn and adapt to
the patterns and relationships that exist among data set. They also found out that the ability
of the ANN to learn is proportional to the number of the training samples. If the number of

samples is increased, the learning performance of the ANN can be improved further (Mitrea,

Lee and Wu, 2007).

2.3 Tourism -
Il N ——

The rich cultural heritage of Ghana formerly the Gold Coast of Africa has made it one of the
T

most visited countries in the sub region by foreign nationals. Ghana’s tourism industry can

boast of many tourist sites including craft villages, forests and lively beaches all year round. In

the whole of West Africa, Ghana is the only country endowed with a canopy walk. The tourism

industry of Ghana can boast of about 42 castles and forts inclusive. All these and many more

propel many foreign nationals to visit this country. Ghana has now become one of the few

destinations for tourists for leisure and pleasure in the subregion. The tourism industry has
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become one of the major sources of foreign exchange to Ghana and has been rated the highest
generator of foreign exchange in the country. This industry ranks third after gold and cocoa
when it comes to commodities that generate foreign exchange (Longmatey, 2004). This puts
tourism on a high scale of importance when it comes to the development of Ghana. Ghana

cannot eliminate tourism if it wants to achieve high economic laurels.

As already stated Ghanaian tourism is one of the biggest foreign exchange earner for the
country. Since 2001 which encompasses the scope of this study, the number of tourists arrivals
have increased gradually and considerably. Tourist arrivals increased steadily from the year
2001 to 2004 and it decreased the following year which is 2005. These increase was coupled
with an increase in tourism receipts. In 2005 though there was a decrease in tourist arrivals the
receipts that year increased. This implies that this venture is very important to the Ghanaian
economy therefore much attention should be given to it by the authorities in charge. Below are
the figures of tourist arrivals, their corresponding receipts and number of hotels and rooms for

the past decade i.e. 2001 - 2011.

One of the key definitions of tourism is the movement of a person or group of persons from

their country of permanent residence to another country or place for at least 24 hours but not

more than a year-i-e 365 days (Nunoo et al, 2007). Tourism in Ghana dates back to 1970 when
— ’,’-"""'"_—__._ L

the then government of Ghana set up a committee (Obuarn Committee) and tasked them to

classify all tourist resources and avenues for a five year tourism developmental plan. The results

presented by the Obuarn Committee. 1972, was subsequently followed by major advancements

in the industry. Many foreign nationals and organization saw it to be a gold mine and started

investing into the tourism industry of Ghana (Teye, 2002).

In recent years there have been many researches into tourism and its sustainability in Ghana.

Tourism in Ghana as an industry is faced with many problems and set backs. These set backs
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Table 2.1: Tourist Arrivals and Receipts

Year Arrivals ('000) Receipts (US$ million)

2001 438.8 447.8
2002 482.6 519.7
2003 530.8 602.8
2004 083.8 649.4
2005 428.6 836.1
2006 497.1 986.8
2007 586.6 1,172.0
2008 698.069 1,403.1
2009 802.779 1,615.2

Source: Ghana in Figures

hinders the sustainability and growth of the industry and thereby reducing revenue generated at
long run. One of the major problems faced by the tourism industry are environmental hazards.
This calls for an environmental management system that would seek to address this issue faced

by the tourism industry (Nunoo et al, 2007). In their research Nunoo et al, 2007 devise a means

to address this pertinent issue.

A research was conducted to mimary influence of tourism on the social and economic
structures of the host country. This study was to investigate the transformation or changes
that is effected by tourism. The research employs an econometric model of tourist demand
in a developed country and the country under study was Greece. The econometric model
aims to improve the tourist products of the Greece. The model is estimated using the Least
Squares Method (LSM) (Dritsakis et al, 2004). The tourist demand of a country is dependent

on certain conditions that is prevalent in that country. These conditions or variables can

include the economic, demographic, technological, psychological, socio-political, etc of that
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Table 2.2: Number of hotels, rooms and beds

Year Number of Hotels

Hotel rooms

Number of beds

2001 1,053 15,453 19,648
2002 1,162 15,992 21,227
2003 1,250 17,352 22,909
2004 1,313 18,022 23,430
2005 1,341 18,675 23,828
2006 1,405 29,467 27,569
2007 1,407 18,633 26,057

Source: Ghana in Figures

country. To verify the relationships among all these variables so as to be able to carry out
a complete analysis of trends in international tourism becomes very tedious (Dritsakis et al,
2004). Dritsakis et al, 2004 came out in his reseﬁrch that the main variable that definitely
affects demand of tourists positively is Gross National Product (GNP). GNP growth increases
disposable income and hence the willingness and ability to consume various goods and services
including an increase in tourist demand, whether such a demand refers to number of arrivals
and number of nights spent or to sums of tourist foreign exchange (Dritsakis et al, 2004). In

summary nine vafia:BIes were used and the.model was chosen so that the variables were related
3§ B

e

by a log-linear relationship.

e O
Dritsakis et al concluded in his research that the variable measuring the effect of political
stability is an important factor in tourist demand in all countries of the model. While the
probability of terrorist acts and violent crimes is low, their possible occurrence would have
significant consequences on a sensitive traveling public. The general conclusion is that the

tourist host-countries have to face a more demanding, more competitive, and an intensely

differentiated tourist market which forces policy makers to draw and apply a tourist policy
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employing diligence, timely planning, responsibility, and realism (Dritsakis et al, 2004).

Tourism demand takes its basis from the consumer theory (Zhou et al, 2007). Consumer theory
predicts that the optimal consumption level of a consumer is a function of the consumers income,
price of goods the consumer buys, prices of related goods (substitutes and compliments) and
other demand factors. Many tourism demand researches have shown that there are two groups
of tourism modeling. Zhou et al, 2007, categorized these two groups as the outbound and
inbound tourism modeling. With the outbound modeling attention is given to tourists from a
specific country to several other countries and with the inbound priority is given to tourists from
several countries to a specific country. In modeling an outbound tourism case the expenditure
of the tourists is taken to be the dependent variable where as the expenditure of tourism related
goods is the depend variable of an inbound tourism model (Zhou et al, 2007). But in a typical
tourism model none of these are used whether inbound or outbound because it is very difficult
to track data relating to the expenditure of tourists (Anastasopoulos, 1984). Based on this
reason many tourism researches use tourist arrivals as the dependent variables. Of the 85
tourism studies reviewed in Crouch (1994), 63 percent chose the number of visitor arrivals as

the measure of demand while 48 percent and receipts (Zhou et al, 2007).

In another study,-Aslan et al, 2009 applied a dynamic approach to determine or estimate
tourism for the Turkish touriém market by using panel data estimation method. Witt and
Song;2000 proposed that the traditional regression methods tend to harbour problems like
structural instability of the regression model equation. Also existing empirical research of
the international tourism demand-in Turkey which is based on the traditional econometric
techniques faces the same problem (Var et al, 1998). Based on this fact Aslan et al decided to

use the panel data estimation. Traveling by a tourist is dependent on the individuals income.

In effect tourist arrivals are dependent on the income of the tourist. In several studies, the
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national income of the origin country i.e. the country of origin of the tourist is statistically
significant on the their arrivals in the host country (Akis, 1998). Alsam et al, 2009 defined
the demand of tourism as the ratio of the expenditure on tourism of the origin country to the

total expenditure on tourism of the host country. Mathematically demand of tourism, D can

be expressed as
e
D=z

where E, is expenditure on tourism of the origin country and E), total expenditure on tourism
of the host country. Aslan et al, 2009 also argued that the motivating factor affecting the
traveling of a household is their real personal income which*is a measure of the wealth of a
household. This synchronizes with Zhou et al, 2007 relating the consumer theory. Other factors
include the relative prices in the host country. The dynamic model used in this study provides
short and long-run elasticity for the variables of interest. This is an additional advantage over
most studies of tourism demand, which are based on static models and only estimate long-run
elasticity. This is a substantial improvement, since these models are only valid for short-term

predictions (Aslan et al, 2009).

Researches on the new factors that affect tourism demand have been conducted and conclusions

have been drawn. The factors that-nftuence the demand of tourism can be classified into two

major groups. One of the groups is made up of the current factors that have influence on the
— i

demand of tourism and this include the motivation and ability for the tourist to travel. On the

other hand is the group comprising of the emerging factors that would affect tourism demand

in some time to come. The fact that the consumer or the tourist can decide to change his or

her host country or place is an emerging factor. In addition there is an endogenous dynamic

within the tourists behaviour and this would characterize the tourism consumer’s or the tourists

behaviour within the next few years (Lohmann, 2004).
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The current factors mentioned above which include external factors like the ability and mo-
tivation to travel is a very core of the tourism business. These can cripple the whole idea of
tourism demand. For if a tourist does not have the freedom, time and money to travel or does
not have the motivation to do so guess what will happen to the demand of tourism. Consumer
Behaviour is not a reaction on a single factor but on the whole set of influencing external fac-
tors. In addition it is driven by internal factors (e.g.motives, abilities etc.). Thus, the impact

of a change in a single external factor is not limited (Lohmann, 2004).

The tourist arrivals variable is still the most popular measure of tourism demand over the past
few years. Specifically, this variable was measured by total tourist arrivals from an origin to
a host destination, which could be decomposed further into holiday tourist arrivals, business

tourist arrivals, tourist arrivals for visiting friends and relatives purposes (Song and Li, 2008).
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Chapter 3

Methodology

3.1 Introduction

This chapter of the thesis will center on the methodology used in the thesis. The main theme of
the thesis i.e Artificial Neural Networks (ANN) would also be treated into much details in this
chapter. Artificial Neural Networks are very powerful when it comes to dealing with imperfect

and nonlinear dataset hence chosen as the method in this thesis.

3.2 The Human Brain

Artificial Neural Networks are inspired by biological neural networks that exit in the human

brain and they mimic the learning behaviour of the human brain. The term derives its origin
—-i—-'-"-——-.-—_-

from the human brain or the human nervous system which consists of large amount of biological

neurons massively connected in a parallel mode. This inspired researchers to make an effort to

design a prototype network that could mimic these large amount of interconnections that exist
within the human brain. The human brain can be said to be a highly complex, nonlinear and
massively parallel computer that can organize its structural constituents called neurons very
well. The number of neurons found in the human brain is about 10-100 billion (World Book
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Inc,2001). These neurons are connected with each other in a very complex manner by the aid
of synaptic nerves. The complex network of neurons is about 60 trillion and over. The figure

below shows a typical human brain with the complex network of neurons.

Fig. 3.0: Complex connections between neurons

To give a much deaper illustration to the diagram above, we present in this section a model

® Q‘ — Basal Dendrites
=2 A

Brain cell

of the human brain.

m— f"'——-’—_ -
Axon _
(Transmission Lines)
\

—— oy _O I|
f M \‘H |

= Synaptic Terminals

Fig. 3.1: Human Brain

In the diagram above the axons are the lines or routes that carry electrical signals from and

to the brain cell These axons or transmission lines end up to what we call the synaptic
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terminals. These terminals are used to make connections to other brain cells or cell bodies.
The functionality of the dendrites are similar to the axons. The only difference between the two
is that the axons are much longer than the dendrites. The basal dendrites acts as the receptive
portion or zone to the brain cell. Information to the brain is fed through this part. When
information is sent to the brain through the dendrites, they are relayed through the axons to
the cell in the form of electrical signals. These signals are then processed in the brain cell after
which they are relayed back to the other brain cells through the same media. The amount
of signal a dendrite sends depends on its connection strength. If the connection strength of a
dendrite is strong then the amount of signal that passes through it would be much more that
a dendrite with weak connection strength. Since the connection strength of the dendrites are
not the same the signals that passes through them are not of the same strength as explained.
Before a signal is sent to the cell, these dendrites already have initial connection strengths and
they use that to send the signal to the cell. After pfocessiug the signal and the response would
be relayed. If the response is not desirable then this same signal would be sent again but this
time the connection strengths of the dendrites would be adjusted. This process goes on and

on until a desirable response or a response that is closer to the desirable response is achieved.

This process is what we call Learning.

_-'-'-ﬂ--.
-
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3.3 Mathematical Representation

The process described in the last section happens in about 10 - 100 billion network of neurons
or cells in the brain. This huge network of cells can be represented by a single simple neuron

which will perform the same function as the network. Below is a simple neuron model of the

network.
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Fig. 3.2: Simple Neuron Model

The first ever mathematical model of Neural Network was developed by McCulloch and Pits
(1943). The model had two nodes (neurons) at the input section and one node (neuron) at
the output section. The weight of each node was thg same and the output was set to binary.
Hence the model outputs either 0 or 1 depending on the value of the summed inputs. One can
say that the output of the network remains 0 until a certain threshold value of the network is
attained. After McCulloch and Pitts (1943) had set the pace, many researchers took interest
in the field of Neural Network. Rosenblatt (1958) developed the next Neural Network which
he called the perceptron. Rosenblatt (1958), who was a physiologist, randomly interconnected

e

the perceptrons and used trial and-errorto randomly change the weights in order to achieve

"learning.” Ironically, McCulloch and Pitts’ model of Neural Network is a much better model
o

for the process that goes on inside the neuron than the perceptron, which is the basis for

the modern day field of Neural Networks (Anderson and Rosenfeld, 1987). Widrow and Hoff

(1960) developed a mathematical method for adapting the weights. Assuming that a desired

response existed, a gradient search method was implemented, which was based on minimizing

the error squared. This algorithm later become known as LMS, or Least Mean Squares. LMS,

and its variations, has been used extensively in a variety of applications, especially in the
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last few years. This gradient search method provided a mathematical method for finding an
answer that minimized the error. The learning process was not a trial-and-error process as
was in that of Rosenblatt (1958). The LMS method decreased the amount of computational
time Smith (1997). In the 1960’s the use of Neural Networks to solve problems became more
popular. Researchers in that field were funded with huge amounts of money until the late
1960’s. In 1969, a book was published by Minsky and Papert, (1969) about perceptrons. This
publication brought the interest in perceptrons to an unexpected end. Funding for Neural
Network researchers were halted. This was the dark ages of Neural Network. The publication
was able to establish that perceptrons couldonly.be used to solve problems which are linear in
nature. Minsky and Papert (1969) concluded that the mere fact that perceptrons cannot solve
non-linear problems, its credibility when it comes to non-linear situations was doubted. In the
early of the 1970’s the interest for Neural Network started developing. This was due to the fact
that a new approach or architecture for implementing Neural Network was discovered. This
approach or algorithm was known as the back propagation method and it was developed by
Werbos (1974). The back propagation was then independently rediscovered by Parker (1985)
and by Rumelhart and McClelland (1986), simultaneously (Smith, 1997). The central idea
behind this solution is that the errors for the units of the hidden layer are determined by back-
propagating the errors of the units of the output layer. For this reason the method is often
= e S ——

called the back-propagation learning rule.

As indicated in the figure above the inputs are represented by the z,,z3,3,...,z, and their
respective weights are wgy, Wiz, W3, .-, Wkn- Lhe zone labeled Sy is where the processing of the
inputs occurs. With this simple model, Sy, is given by the weighted sum of all the inputs. i.e.
Sk = SO, zwy; + b,. Where b, is a bias input which is given a value of 1. Its weight also has
a value of unity. To get the final network output, the weighted sum, Sy is passed through an

activation or threshold function. This activation of threshold function would then transform
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its input i.e Sy into the network output. There are several of these activation functions and the

choice depends on the type of application of the network but the most flexible is the hyperbolic

tangent function (tanh).

3.4 Activation Functions

Activation functions in Neural Network are some special functions that remove linearity from
the network. In a typical ANN, the weighted sum, Sy of the inputs are computed then the result
is send as input to the activation function. The activation funetion then refines or normalizes its
inputs before sending it out of the network as output. Several activation functions are used in

Neural Networks depending on the objective of the network. The activation functions that are

_———— e w— . —— ——— e —

widely used in Neural Networks are the sigmoid and the tan hyperbolic functions.The output

of the sigmoid function ranges between [0,1] and it is represented as follows:

F(Sy) = 1/(1+4 exp(—Si))

Fig. 3.3: Sigmoid Function

The output range of the tan hyperbolic function is between [—1, 1] and it is also represented

as follows:
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F(Sk) = (1 — exp(—Sk))/(1 + exp(—Si))

Fig. 3.4 Tanh Function

3.5 Learning Mechanisms

In section 3.2 we discussed how the processes that goes on in the human brain before it finally
learns. We explained that before the brain ecan learn the dendrites have to adjust their strength
until a desired response is reached for a signal to be sent. This same process is mimiced in
the artificial neuron in figure 3.2. When the output in the simple neuron we created is not
the same or closer to the actual target we are desiring, then the weights wy,, wka, Wka, ..., Win

would be adjusted. These adjustments of weights are what constitutes the learning process. It

.""-F-F
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is sufficient that-we say that thelearming is an iterative process. Learning processes can either

be supervised or unsupervised. During supervised learning the network is trained by providing
e e

it with an input and a target pairs of patterns. These input-target pairs can be provided by

an external teacher, or by the system which contains the neural network. At every time step

the network output is compare with the target provided by the external teacher. When the

difference or error measured is negligible then learning stops. With the unsupervised learning

or self-organization the network is trained to respond to clusters of pattern within the input.

In this paradigm the system is supposed to discover statistically salient features of the input
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population. Unlike the supervised learning paradigm, there is no priori set of categories into
which the patterns are to be classified; rather the system must develop its own representation
of the input stimuli. In summary there are no predefined targets for the unsupervised learning.
Under these two broad groups we describe some types of learning mechanisms in the section
that follows.

1. Error-Correction Learning

In the error-correction learning, the error between the target and the network output is com-
puted. The target is what we want from the network and the network output is the output the
neural network gives us (Jain et al, 1996). Suppose the target is d and the network output is

y, the error, e between them is given by

where n is the discrete time-step. Ideally this error should be very small. We can now represent

the instantaneous error as

."'FFH-F'-...

=

— Minimige B(n) = 55 €2(R)crrrrrrrerrieecitisuus (1.2)

where% 15 each output neuron. After the error has been computed the weight can be updated

by
Awgi(n) = 1 * ex(n) * z;(n)

where z; is the input vector and 7 is the learning rate which is chosen arbitrarily. The value of

the new weights will then be computed by



The error-correction learning fall under supervised learning.

2. Memory Based Learning (MBL)

Memory based learning is one type of learning that is associated with classification. In this type
of learning the network is allowed to memorize the association between its input pattern and
its corresponding output pattern. The input patterns and their associated outputs are stored
in a large memory created in the network. When a new input pattern that the network has not
seen before is sent to the network, the network would compare this new input pattern with the
ones already stored in memory of the network. The network would then classify the new input
pattern according to its closeness to the stored input patterns. For a simple demonstration,
suppose z; is an input pattern in a vector form and d; which is a scalar is the corresponding
output pattern. The association between the pair (z;,d;) are stored in the network. If a new
input pattern say s is introduced to the network, the network automatically searches through
the stored patterns and picks the one that is closeét to the z4.,;. This is done by finding the
smallest euclidean distance between the z;.q pattern and the stored patterns. The ., input
pattern is then classified with that particular stored pattern which z,.4 is closer to. The MBL
can be summarized based on the fact that if we can find &, in (2, 22, 23, ...,2,) being the

nearest neighbour of the z;.,;. This can be represented as:

—

_IEmin d(2;, Teest—0(Tnew, Ttest) then Tieepis closer to Tpew -

The memery based learning is the principle guiding Self-Organizing Maps.

3. Hebbian Learning

The Hebbian Learning is basically associated with weight adjustments. It takes its basis from
biological neurons in the sense that when a brain cell fires another brain cell the metabolic
process should be such that the synaptic connection of the brain cells are strengthened (Jain

et al, 1996). The mathematical model of Hebbian Modification or Learning or the Hebbian

hypothesis can be expressed as
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Awgi(n) = n * yx(n) * z;(n)

where 7 is the learning rate, y,(n) is the output and z;(n) the input.

From the above mathematical model, since at a point in time the input z;(n) will be constant,
a plot of Awy;(n) against yx(n) will produce a straight line with gradient 7 % z;(n).In this case
as y(n) is increased, Awy;(n) will also increase unbounded. But Awy;(n) must have a limit.
Because of this reason the covariance hypothesis is a better option. The covariance hypothesis

is expressed mathematically as;

Awgi(n) = nA(zi(r)— 2) * (yi(n)™=7)

where T and y are the time-averaged values of z;(n) and y.(n) respectively.

With this type of learning, the Awy;(n) has a limit or a saturation point. It will not increase
unbounded. A plot of Awy;(n) against y,(n) would yield n * (z;(n) — Z) as the slope and
—n % (z;(n) — Z) * § as intercept on the Awgi(n) axis. This point on the Awy;(n) axis is the
max depression point. In summary the weight wy;(n) increases if z;(n) > Z and yx(n) > 7 or
zi(n) < T and y(n) < 7. Also the weight wy;(n) decreases if either z;(n) > Z and yi(n) < g or

z;(n) < T and yi(n) > 7.

—

—

PR~ ' !,)_____________
3.6 Components of Artificial Neural Networks (ANN)

-
An Artificial Neural Network is composed of many simple elements (units) interconnected with

each other in parallel. The elements found in an ANN is similar to that of biological neurons.
Actually a Neural Network System is a prototype of the human brain system. The human brain
is made up of neurons that are connected to each other by string-like substances called synapses.
In the quest of a neuron(sender) relaying a message or signal to another neuron(receiver), the

message or signal is passed through the synapses from the sender to the target receiver. The
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strength of the signal or message sent depends on the synapses. The same way in an ANN, the

units (neurons) involved are connected to each other by weights which relay signals from one

unit to the other.

ANN'’s are trained to perform complex functions in various fields of application including pattern
recognition, speech recognition, identification, forecasting, classification and control systems.
In general Artificial Neural Networks are computational models that possesses a property of
learning and adaptation. A typical Neural Network consists of a pool of simple processing
units (neurons) which communicate by sending signals to each-other-over a massive number of

weighted connections. The components of an Artificial Neural Network include:
e A set of processing units (neurons)

e Connections between the processing units by weights (synapses). This determines the

strength of the signal a unit sends to another unit to which it is connected to.
e A propagation rule, which determines the input of a unit from its external output.
e An activation function which determines the output of the network.

e An external input or offset normally called the bias.

-

_-—"-—-—-_

3.7 Artificial Neural Network Architectures

Every Neural Network has three basic types of layers. There is the layer (input layer) that
receives input data from the exterior of the network. There is also the output layer which
has a main duty of sending data out of the network and the hidden layer has its input and
output remaining in the network. In fact there are a whole lot of network architectures that
one can choose when applying ANN in any field of study. The most widely used in forecasting
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applications are the feedforward and recurrent networks. In the next section we will discuss

into details these two types of network architectures.

3.8 Feedforward Networks

In a feedforward network information in the network flows in just one direction i.e. a forward
direction with respect to the inputs. The flow occurs along one pathway from the input layer
to the hidden layer then to the output layer. Clearly there is no feedback loop in this type
of architecture (Girish, 2007). Figure 3.5 shows a three layer feedforward network with one

hidden layer.

Input Layer Hidden Layer Output Layer
™ ()

Nt /"—’-/’ -
Fig. 3.5: A simple feedforward network

e -
This feedforward network has an input layer with 5 input neurons represented by a vector

X, a hidden layer with 3 neurons and an output layer with 1 neuron. The output of the
network is represent by a scalar Y. In a typical forecasting problem, the vector X consists the
independent variables and they a used to predict or forecast the dependent variable, Y. In
feedforward ANNs, the information flow is purely one directional from the input layer to the

hidden layer then to the output layer without any feedback from the any of the layers.
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3.9 Recurrent Networks

These are special types of network architecture constructed from feedforward networks by the
introduction a feedback loop in any of the layers. The feedback loop can be more than one but
as we have already discussed the architecture has to fit the application. The feedback loops
could connect the hidden layer back to the input layer, the output layer back to the hidden
layer or even a layer connected back to itself. In fact we can have different types of feedback
connections in a recurrent network. The feedback loops are placed in these type of network
so that the past state of the network could be remembered and fed back into the network
recursively. In this manner a memory trace of all previous inputs are presented to the network.
Dynamically driven recurrent networks as sometimes called, tend to capture a long-term history
of the series found in the data. They have long-term memory filters called context unit which

does this job. Figure 3.6 illustrates a simple recurrent network.

Xt > Y+l

Context unit

Fig. 3.6: A simple Recurrent network

At time step t the neuron receives an input, z; and a delayed output of the neuron y, then
predicts the state of the system, 71 at the time step ¢ + 1. The w; and w, are the weights
of the input and the context unit respectively. With a little demonstration let’s see how the

recurrent network stores past information in its memory. At time step t, the network output is
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P SURT AW Sk e Lo e s (1)

At time step ¢ + 1 we have the output to be

Y42 = WiTpyq + 73R I W e R S (2)

Now (2) can be written as

Y42 = WiTy4q + w,_.(wi:t:,_ - i wcyt) ............................... (3)

which will finally result in

yt+2 e (H’u)zyr ~+ wcwl—;l:‘ - U_J":rt.i_l cobocccallosMipaccssesalbareanns (3)

It can be seen clear from (3) that the network has been able to build in its structure the previous

inputs z,, r,;; and the last output y,.

3.10 Linear and Nonlinear Temporal Neuron Models

Time-series consists of a series of events that are related in a way. Times-series prediction

or forecasting involves some sort of relational mechanisms that are used to fore tell the next

outcome in that series based on previous outcomes of the same series. In most cases the time-

series consists of—efents for a spevific period and the predictor is required to tell the future

outcome of that event based on previous outcomes. Also the predictor can be told to tell some
e

of the events that can our within the time-series. The relationship found in any time-series are

either considered to be linear or nonlinear. In the linear case the next outcome of the series
is linear related to the previous and future outcomes. This also applies to the nonlinear case
but here, the outcomes in the series are nonlinearly correlated or related. This correlation

or relation between the series of outcomes is termed as autocorrelation. As the name suggests

every time-series is time dependent. The number of time steps in the series that are significantly
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related in a time-series are called time lags or lags for simplicity. When the outcomes of an
event in a time-series are used to predict future outcomes of that same event then we have what
we call the temporal forecasting. In a case where an independent variable(s) is/are added to
forecast the future outcomes of a particular event then we have the spatio-temporal forecasting.
In the spatio-temporal model the independent variable(s) that are added are in a way related
to that event outcomes that we want to predict. The model we shall be constructing in this
thesis is that of a spatio-temporal model but first let us show the mathematical model of a
linear temporal forecasting model and its neural network equivalent. In a simple linear time-
series, the next observation is linearly related to the past observation(s) and is governed by the

mathematical model
Iy = ba -+ b]l‘t...l 1= Cpoveoo RN, « o o s s s 00 v (4)

where x; is the observation at time ¢t which we want to forecast, z;_; is the observation at time
t —1 and b,, b; are the model parameters which is estimated using the method of linear least
squares (LSE). ¢ is the error term and it is assumed to be from an independent and a normal
distribution with zero mean and a variance of 0%. Extending equation (4) we get equation (5)

which is the general form of an Autoregressive model which is the underlining equation for the

formation of a time-series.
Tt = bﬂ - biﬂff.,_i + bgil?tﬁz 4= bgl"t_g = bp.’lft_p S T A (5)

e
where z, is the observation at time £ is to be predicted, x;_;, Z;—3, ...,Z;—p are the observations

at time t — 1, t — 2,....t — p and b,, by,...,b, are the model parameters which are estimated

using the method of least squares (LSE). ¢, is the error term and it shows the deviation of the

predicted value from the actual value. The p in the equation is the time lag. The neural model

of the above linear temporal model is as shown in figure 3.7.
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Xt

Fig. 3.7: A neural linean temporal autoregressive model

In the neural autoregressive model, the model parameters b, b1,...,b, representing the weights
are estimated using the delta rule. This delta rule is a learning algorithm which would be
discussed later in this chapter with other learning algorithms. The variant of the

linear temporal autoregressive model is its linear spatio-temporal autoregressive model
which is most often referred as autoregressive model with exogenous inputs. The exogenous
inputs or variables are the influencing independent factors which are combined with the used

to predict the variable of interest.

As we have already discussed, linear models are best for time-series which have their ob-

S

servations being -linearly related. The same scenario happens in-a nonlinear time-series. Most
the real werld problems are nonlinear in nature and it suffices to build nonlinear models for

this purpose and that is what Artificial Neural Networks is best at. The nonlinear model that

governs any time-series is given by:
Ty = f(xt-l';:rt--Eimf-—B! veny -rt—p) == C ) s mmaas (6)

where f(z;_1, 39, T¢_3, ..., Ts—p) is the nonlinear function that relates the past outcome of the

time-series to its future outcome. ¢ is the error term and it is assumed to be from a normal
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distribution with N (0, 1). Figure 3.8 shows the autoregressive nonlinear temporal model. The
only difference between the linear and the nonlinear is the fact that the nonlinear network model

has a nonlinear function that maps the past observation of the series to its future predicted

value.

Xt

Fig. 3.8: A nonlinear temporal autoregressive model

These networks explained in this section are all temporal feedforward networks because the two
models utilizes only the time lagged values of the dependent variable to predict of forecast the

dependent variable. The network used in this study is shown in figure 3.9.

Hidden layer

Fig. 3.9: A nonlinear temporal autoregressive model Qj’:“ & @




3.11 Nonlinear Spatio-temporal Neuron Model

A spatio-temporal model incorporates not only time lags of the variable whose future obser-
vations are of interest but also other influencing variables, and possibly their time lags. This
is because the model can extract information from the influencing variables that is not part
of the variable of interest and the time lags of the variable of interest. In other words, the
total influence of the significant variables may not be completely represented in the time-series
observation and therefore additional variables are needed in some special case to capture the
underlying dynamics of the actual time-series (Taylor and Francis, 2006). The nonlinear spatio-
temporal feedforward network model is similar tothat of the nonlinear temporal feedforward
network but it has the lags of the exogenous or the influencing variables embedded in it as

shown below in equation (7) and figure 3.9.

Ty = f(T4—1,Tt—2, ..., To—ts Yom1-Ut—2, --:ﬂt-p) T €pevennnnnn (7)

where y;_1.Yi-2, .., y¢—p are the lags of the exogenous variable up to the pth lag.

Y-l

Yi2
Yi

Fig. 3.10: A nonlinear spatio-temporal autoregressive model

The exogenous variables can be as many as possible depending on the problem one wants to

solve.



3.12 Recurrent Network with Hidden N euron Feedback

As we have already discussed in section 3.7.2, recurrent networks have feedback loops and a
context memory which are embedded into the network architecture to act as memory filters
that would remember the past history of the network. In tis section we will discuss the two
recurrent neuron model with hidden feedback i.e. Jordan and Elman networks. In the Jordan
Network the output of the output layer is fed back into the hidden layer at the next time step.

A pictorial view of this network is shown below in figure 4.0.

Output neuron

Wi

Xt

Context unit

Fig. 3.11: Jordan Network

Another type of a r"éEﬁrrent netwman network which feeds the output of its hidden

S

layer back into itself at the next time step. This network is shown in figure 3.11.

e
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Hidden neuron

Zt+1

Context unit

Fig. 3.12% Elman Network

Now let us discuss the mode of operation of the two networks. In the case of the Jordan
network, at time step ¢ the inputs to the network are the weighted averages of z; and 2, with the
weights w; and w, respectively. These inputs are used to estimate the value of the time-series
241 at the next time step, ¢ +1. At time step ¢t + 1 the inputs to the network now becomes ;.
and the delayed output z;,.,; which was stored in ﬁhé context unit to estimate the time-series at
t + 2. The same process occurs in the Elman network. The only difference is that the hidden

output ;.1 is fed back into the hidden layer at the next time-step. Figure 3.13 shows the

recurrent network that was used in this study.

e S e
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Fig. 3.13: A recurrent network model

The main process for every network is the training. Training a network is basically adjusting
the weights at every time step as discussed already in this work. In this part of the thesis we
would take a look at the training algorithms that can be used in Artificial Neural Networks.
The two most common training algorithms which would be studied in this section are the

backpropagation and gradient descent algorithms.

3.13 The Gradient Descent Algorithm

The gradient desc_eﬁi; method is a general- minimization method which updates parameter values
in the direction opposite to the gradient of the objective funetion. In our case the updates or
o g r—

corrections we would be applying to the parameters (weights) would be in the opposite direction

of the gradient of the error. Consider a linear network with z; input patterns and the network

output Oy, the error at any output neuron at any given time step is computed as
Ek — fk N Ok

where Oy is the target output. The sum of error squared for all the input patterns can be

computed as
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E =33t —0)?

1 : :
The constant 5 was introduced for convenience sake. Now computing the gradient of the sum

squared error with respect to the weights gives

Gradient = 2E
Bwk,-

Using the chain rule

; _ O8E __ OE 80y
Gradient b B

Sy o
T dm —(tk — Og‘)
Yk = Zz’ Wil
which yields
pu = i
finally
-‘-9%% = —(f.;; = Ok)l“i
this can be rewritten as
..a-—"'f
= ///’——ii — (ﬁk — Ok)l','

It can-beseen from this equation that the correction we have to apply is in the opposite direction

of the gradient with respect to the weights. This is what is termed as the gradient descent.

Now change in weight is

Awy; = —n(tx — Ok )z;

where 7 is the learning rate. In effect

Whew = Wold + A'wki
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3.14 The Backpropagation Algorithm

Considering a single input neuron with input z. weight w, an activation function ¢(), a bias 6

and an output neuron O as shown in figure 3.12, the output, O from the output the neuron is

given by

O = ¢(zw + 0)

'O

Fig. 3.12: Single input neuron

Now consider a network with input layer I, a hidden layer J and an output layer K we can
define the following notations which would be inhibited by the network for carrying out the
backpropagation algorithm.

® z; : input to node j of the hidden layer

-

® w;; : weight from node 1 to wg hidden layer

_._._-_,_:—"

e r; : input to node £ of the output layer

® w;; : weight from node j to node k of the output layer

* ¢(z) = 5 +i_z : the sigmoid activation or transfer function

¢ 0 : the bias in any layer !
® Oy : the output of node k in output layer and

o T} : the target value of node k of the output layer
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With these notations defined we can now generate the backpropagation algorithm. When an

input signal is sent to the network, its corresponding output is generated through the output

neuron or layer (Chakraborty,2010). The squared error (SE) produced between the target and

network output is given by

E =33 (T — O)?

The % multiplying the error is introduced for convenience. This is the error of the network for

a single iteration and it is denoted by E. We now want to compute the rate of change of the

error with respect to the given weights, Eau'i" for the output-layer-and 855_: - for the hidden layer.
W4
We compute these error gradients so as to:minimized them-eventually. Since there is no output

from the input layer / we will only consider the nodes from the hidden layer J and the output

layer K. Starting with the output layer weights, the rate of change of the error, E, is

OF 8 1 .
= — —_— 3-1
o~ A
=T} T Ok)@ Or (3.2)
rwj,k

but Oy = ¢(z}), the transfer function evaluated at the output node &

= = (GO~ Hen) 5 33

but z; isthe output of the jth node multiplied by the weight connecting that node to the kth

output node. So we can say that it is the output of the jth node, O;. Finally we obtain the

rate of change of the error with respect to the output node as

2L = (T — Ok)Ok(1 - Ok)0;

Now defining

Or = (Tk = Ok)oﬁ:(l i O"E)
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So for an output layer node k ¢ K the rate of change of the error is given by

OE il
dwi;; "3;_;5 ;(Tk =0y)° (3.4)
&Y (B=0is’ o
k 3w,_, » (3‘5)
<55 iy 4 g 0
;( k= Ok)g(zi)(1 Cf’(mk))“aTu;i"k (3.6)
- i z amk- 60*
- ZODOIL L J
;( k = OR)Ox( Ok)c?Oj'awi—j (3.7)
NB: Iy = ()_, Wik (38)
00
= 0“,_‘1 Z(Tk — Ok)Ox(1 — Op)wj (3.9)
v
=0,(1-0 )—aﬁZ(T 01Ok (1
j i) Ditny & k= Or)Ok(1 — Or)wji (3.10)
|
. =0;(1=0;)0, ) Sy (3.11)
k

DEﬁHng Jj,
5_-,.' - Oj(l — OJ) Zk cikwj—k
| the rate of change of error occusring @t a input layer jeJ

) I Y
e dwy Oléj

where O; is the output of node ¢ in the input layer.
With all these definitions and notations the backpropagation algorithm can implemented in

learning or training a network.

Summary of the Backpropagation Algorithm

1. Run the the network with the first set of input data set to obtain the network output.

2. For each output node compute
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O = (T — Ox)Ok(1 — Oy)

3. For each hidden node compute

0 = 0;(1 - 0;) Ty drwj

4. Update the weights as follows
Aw = 7}'6[0]_1

where 7 is the learning rate, O,_, is the output of the previous layer node and §; is the ¢

concerned with layer /.

5. Now

Whew = Wold + Aw

3.15 Steps in using Backpropagation Algorithm

In this section we will demonstrate how the backpropagation algorithm can be used to train a
simple feedforward network by hand. The backpropagation algorithm can be summarized as
follows:

Initialize the weights
A LN

____For each training pattern

End

Until the error is acceptably low.

End
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3.16 Example Training using Backpropagation Algorithm

In this section we would use the backpropagation algorithm to train a network designed to work

like the Exclusive OR operator. The is shown in figure 3.13.

Input 1 | Input 2 | Target
0 0 0
0 1 1
1 0 1
1 1 0

Table 3.1 Exclusive OR

In this example we have four training sets consisting of two inputs and a corresponding target.
The network used in this example has two input neurons in the input layer, two neurons in
the hidden layer and one neuron in the output layer. The hidden neurons and the output
neuron has a sigmoid transfer function as their activation scheme. The inputs are denoted by
z = [inputl,input2]. The weights connecting the input neurons to the hidden neurons (wy)
and those connecting the hidden neurons to the output neuron (wgp) are initialized as shown

below.

—-0.07 0.94
wy = gg}-(fmz 0_53);ba= ~0.46" 0.1 )% = | 0.78

022 0.46

where-byrand by are the initialized biases connected to the hidden and output layers respectively.

The learning rate is also set to n = 0.7.



Fig. 3.13 Exclusive OR Operator

At time step=1 we compute the following.

Hidden Layer

Input into H1 and H2

H1 =(.07.. 0:22 'y —0.46 —0.53
— ('LIUH)J“I_‘:,_Jf".t = + —
H?2 0.94 0.46 0 0.1 1.04
R 3 /,//_
Output from H1 and H2
e

H1 - 0.3705
H2 T 0.7389

Output layer

Input to Output Neuron, O
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0.3705
O =wo(H1, H2) = (_0,22 0.58) =078 = 1.1270

0.7389
QOutput from Output Neuron, O

0= (Tlmﬁ) = (.7553

Error

Error, E =1 —0.7553 = 0.2447

Weight adjustments

0 for the output neuron

610 = (T1 = 01)0, (1 —=0;) = (1 —0.7553)0.7553(1 — 0.7553) = 0.0452

d; for the hidden neurons

Sy = 0.3705(0.0452)(—0.22) = —0.0037

Strg = Opa(1 — On2) 251{)sz0
1
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drr2 = 0.7389(0.0452)(0.58) = 0.0194

Error Gradients

oF
aT.Ujk & Ojak
OF
= Op10
awHIO H1Y10

oF
— 0.3705(0:0452) = 00167
51UH10
oF
5 = Op2d10
WH20
OF _ _ (7380(0.0452) = 0.0334
Owr20 :

Now we compute A for the weights connecting the hidden layer to the output layer as

Aw = 10101
For H1 e O
Aw =0.7(0.0167) = 0.01169
r—
Whew = Aw + Woid
Wheyw = 0.01169 — 0.22 = —0.20831
For H2

Aw = 0.7(0.0334) = 0.02338

= Aw + Wold

Wnew
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Wnew = 0.02338 + 0.58 = 0.60338

These same computations would be done for the weights connecting the inputs to the hidden
layer and their respect bases. All these would be done during the first time step. At the second
time step, the next set of training data is used with the new weights and bases that were
computed in iteration one i.e. the first time step. This process is repeated until the network

has learned adequately after which the network is used to predict or forecast new objects.



Chapter 4

Results and Discussion

4,1 Introduction

This chapter of the thesis concentrates on the how the data was acquired and prepared for
training. The chapter discusses the network architectures that were created and the various

activation functions and algorithms used in achieving the results. The results and discussions

are also treated in this chapter.

4.2 Data Acquisition and Preparation

//4-"‘
The main objeetive of this thesismTSEigate whether Artificial Neural Networks could be

used to generate a forecasting model that would help in predicting tourist arrivals in Ghana. To
S —

investigate the power and ability of the so called Artificial Neural Network in this study, data

were acquired from the World Tourism Organization(UNWTO) stationed at Spain through

email correspondence. The dataset spanned from 1988 to 2009 and it consisted solely of the

number of tourist arrivals. To obtain an efficient performance of the network the dataset(inputs

and targets) must be preprocessed. Preprocessing of dataset before train help the network to

be able to understand and use the dataset in a better way. This process in usually termed
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as normalization. Normalization in neural network is the process of transforming the dataset
(inputs and targets) in way that the network would perform efficiently. The essence of normal-
ization is that it removes or minimizes biasness in the dataset and also act as a catalyst in the
training process. This becomes possible since all elements in the dataset are transformed to the
same numerical range or scale. There are a number of normalization processes and techniques
e.g. the Min-Max normalization technique. In this process the normalized data are rescaled to
the range of values between 0 to 1 or -1 to 1. The technique has the ability of preserving the
relationship that exist among the dataset after normalizing (Jayalakshmi and Santhakumaran,

2011). The min-max normalization technique is performed using the equation

Ti 3 {II_IHIIHJ +01

e [-rmﬂ:‘fmtnj

where 7; is the new data point after normalization. The normalization or standardization
technique used in this work is the mean and standard deviation normalization process. In this

procedure of normalization, the mean and standard deviation of the data set is computed and

the normalized data points are obtained by using the following equation.

This process normalizes the dataset so that they will have zero mean and unity standard
j.-f"'

deviation and it-also relationship—preserving method ie. the relationship between the actual

dataset and the normalized dataset are the same. Figures 4.1a shows the actual arrival while
e

4.1b and 4.1c show the relationship that has been preserved using the Min-Max and Mean-

Standard Deviation normalizing methods respectively.
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Actual Figures of Tourist Arrivals
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Normalization using Min-Max Method
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Fig. 4.1c Normalized Tourist Arrival Values

Because the data obtained were not enough, an input window consisting of four consecutive
years from the normalized dataset were selected to form the inputs and the targets. This was
to create enough data for the neural network for training. Actually the four year data window

S /’—_’E

works in the sense that combining inputs from any four consecutive years would help predict

thevaltue of arrival in the following year.

4.3 Creating the Network Architectures

The network architecture that were used in the training were the feedforward and the NARX

networks with the latter being a recurrent network. Both networks consist of three layers which

include the input, hidden and output layers respectively. The four year data window that was
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created was used as inputs to the feedforward network. Because of this the feedforward network
had four input neurons and one target neuron in the input and output layers respectively. On
the other hand the NARX network had two input neurons in the input layer and and one neuron
in the output layer. One of the input neurons was used as the exogenous variable (Maria et
al, 2007). Because a recurrent network has the the capability of memorizing the history of
the network for a specific period, it was assumed that the input presented was enough for the
training. Since there is no good theory surrounding the maximum number of neurons allowed
in the hidden layer, the neurons in this layer were varied until there was no significant change
in the MSE. Normally transfer functions‘are not included in the input layer. In using the
backpropagation algorithm, it is very essential to use a transfer function whose derivate could
be calculate. The tangent hyperbolic function (tansig) was used as the activation function
in the hidden neurons of both networks and a linear function (purelin) was preferred in the
output layer. Clearly all the networks have a non linear and a linear transfer function. These
network architectures allow the network to learn !:he nonlinear relationships that exist among
the dataset. Normally a bias input is added to the input and its value is always set to 1. The
weights of the input neurons are represented in the weight matrix below and are initialized to

arbitrary values before training begins. The number of input weights depends on the number

of hidden neurons:

Wi w2 W3 Win
e wp1 ~Wog » Wag e W26
\wml mmz wm3 T wmﬂ/
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~ of the mean squared formula by adding a term that consists of the

[

4.4 'Training of the Networks

After creating the networks, training can now start. The networks are trained with the back-
propagation training algorithm. But before the training, the only initialization required is the
input weights which is initialized to 0 in this experiment. Using the 2011 version of the Matrix
Laboratory (MatLab) software, scripts and functions were written and executed to train the
networks. The 20 data points where divided such the first 16 were used to for the training and
the remaining 4 were used for the testing. The performance measure which is used to check
the accuracy of the trained network is the Mean Squared Error (MSE) and the coefficient of
correlation (R) (Diaconescu, 2008). The MSE and R are given as
| &
MSE = - E(Tk ~ O)’°

and

B = 2 iz ((2) = f)(x(t - k) - 7)
1 (z(8) — 7)?

=1

where z(t) is the data value, & is the lag and T=2 """ a(t)

During training, when the number of weights (parameters) to be estimated are very few com-

pared to the total number of training data then there would be no need to worry about over-

-~

fitting. Overfittinmg occurs when-tiie network fails to generalize and adapt to the dataset. This

means the network is able to train very well but fails-to accurately predict a test data. To

prevent such a situation there is the need to increase the training data set so that the network

would have enough data for training and testing. In an event where the data set involved are

very few, there are two basic methods that can be considered. The first technique is the regular-

ization process (Backpropagation Algorithm Handbook, 2006). This invelves the modification

mean of the sum of squares

of the network weights. In this way the network attains very small weights, and this forces
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the network response to be very smooth and less likely to over fit. The modified Mean Squared

Error (MSE) formula becomes
MSE =yMSE + (1 — y)MSW

where MSW = % ZLI w?- is the sum of squares of the network weights and 7 is the performance
ratio. The performance ratio is an arbitrary weight that is placed on the original MSE and the
MSW. In our experiment its value was set to 0.5 in other to the MSE and MSW equal weights.
The other technique is known as the early stopping method. In this technique the available
data set is divided into three groups i.eithé training set; validation set and the test set. As
usual the training set is used to train the network so that ‘all the weights would be adjusted
and updated appropriately. The validation set is used to monitor the training process. During
training, the error on the validation set is computed at each epoch and checked whether is has
increased or decreased. In an event where there is a continuous decrease in the validation error,
training continuous without any interruption. When the validation error increases for a set of
consecutive epochs or iterations then training would stop and the values of the weights at the
minimum validation error would be returned. During the training the neurons in the hidden

layer were varied between 1 and 10 so as to determine the best combination that is perfect for

the dataset. =

e //’—,’

4.5 Results and Discussion

This part of the thesis shows the various results that were obtain from the experiments that

were performed. It also includes figures and tables for easy interpretation of the results. The

training of both networks were done at a 0.5 learning rate. After the training though the

data points were few, the two networks were able to learn and adapt to the patterns that

existed among the data set. This can be seen from the various performance and regression
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plots that were obtained. Also the mean squared errors and the coefficient of correlations that

were measured depicts this results. In general the recurrent network performed better than the

feedforward network. This confirms the various results that have been achieved in literature in
relation to recurrent networks and their applications to time series data. Figures 4.2 and 4.3
illustrates the performance plot for the feedforward and the recurrent networks respectively. In
the feedforward network the training lasted for 19 epochs or iterations and the best validation
error occurred at epoch 13. It can be seen clearly from the figure that after that point the
validation error did not increase or decrease till the final epoch. The goal of the network was
pegged at 1075 but the network was able to learn when the value reached 0.23457. That was
why the training was stopped and the measure at that point was returned as 0.23457. From
the same figure, it can also be seen that the network was able to generalize since the test line

(red) follows the training line (blue) with very small deviations.

—s——

57



1'31 ) Best Validation Performance is 0,23457 at epoch 13
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Fig. 4.2 Performance Plot of the Feedforward network
On the other hagﬁﬁthe recurrewﬂrtmined up to epochs 178 and returned a performance

of 0.052746. The mean squared error associated with the recurrent network is smaller than that
— . .
of the feedforward. This can be attributed to the fact that the recurrent network stores in its

memory the previous states of the network and hence predicts the future state of the network

accurately.

58



oBest Training Performance is 0,052746 at epoch 178
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Fig. 4.4 Test for Recurrent Network

—

During the train.in:g.- process the ion line relating targets to the network outputs was

measured to find if there were a perfeet fit i.e.outputs exactly equal to targets. If there were

e —
any perfect fit the correlation coefficient would be 1.
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l;ﬁddﬁﬂ Layer Neuron | Mean Squared Error (MSE) | Test Correlation (R) | Time (sec)
!- 1 0.35661 0.99707 1.065591
2 0.29948 0.99553 1.693822
3 0.28620 0.99683 1.755107
4 0.26889 0.99634 1.507852
9 0.26626 0.99658 1.492586
6 0.25396 0.99661 1.314332
7 0.24452 0.99667 1.624355
8 0.24342 0.99585 1.858545
9 0.23457 0.99337 1.797303
10 0.24356 0.99575 1.776525

Table 4.1 Feedforward Network

Also the feedforward network used 16 out of the 20 data point for training while the recurrent

- used 12. This suggests that the recurrent neural network did not train well but was able to

- predict well and vice versa in the case of the feedforward network. When the learning rate

was increased during training, the training was not affected in any significant way. It is the

performance ratio that rather affected the training significantly. Decreasing the performance

"

ratio implies thﬁt’Tész weight mm on the mean squared error (MSE) than the

. - mean squared weights (M SW). A performance ratio of 0.05 was used to train both networks

with 10 neurons each at the hidden layer. It was found that the performance of both networks

increased showing a small mean squared error (MSE).



Hidden Layer Neuron | Mean Squared Error (MSE) | Test Correlation (R) | Time (sec)
1 0.149420 0.86424 1.684969
2 0.098796 0.87091 3.347047
3 0.079510 0.87430 3.060683
4 0.070121 0.87641 4419511
9 0.064414 0.87642 4.373735
6 0.060569 0.87887 0.471413
7 0.057799 0.87963 5.933884
8 0.055705 0.99146 8.344863
9 0.054066 0.99244 5.770926
10 0.052746 0.99660 9.019175

Table 4.2 Recurrent Network (NARX)

This is summarized in table 4.3 and figures 4.6 and 4.7 below. From these results we can now
build the complex nonlinear model that would be obtained from the training of the networks.
Our purpose is to build a nonlinear model which uses the number of arrivals for four consecutive

past years to predict the number of arrivals in the immediate future. The mathematical model

for this can be expressed as

o

=l //——‘——F
Qt = ’qut—l =45 wszr—z - 'wszt.—g 1= uuan—e; o e (8)

__-—l-".————_-

where wy;, ws;, ws; and wy; are the coefficients (weights) of the lagged number of tourist arrivals

Qi—1, Qi—2, Qs—3 and Q;_4 respectively.

Equation 8 can be written as

Qt — Z?:l ‘IﬂijQ;j = 9 ........... (9)

where ¢ = 5.6.... is the year of the prediction,j = 1,2,3,... depicting the number of hidden

neurons used and @ is the bias.
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Hidden Layer Neurons

Mean Squared Error (MSE) | Test Correlation | Network
10 0.24919 0.9952 Feedforward
10 0.07371 0.9999 Recurrent

Table 4.3 Performance of both networks at performance ratio 0.05

10

Mean Squared Error with Regularization (msereg)

Best Validation Performance is 0,24919 at epoch 24
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Fig. 4.6 Training the Feedforward Network




. 1 Best Training Performance is 0,073701 at epoch 298
0 =

= Train |:

(msereg)

Mean Squared Error with Regularization
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298 Epochs
Fig. 4.7 Training the Recurrent Network
A

The test data-was used to-see—wiether the network has generalized or not. i.e. whether

the network can accurately predict data that it has not scen before. It was discovered that the
R

recurrent network had a greater generalization than the feedforward network. This can be seen

in the figures 4.8 and 4.9 below. The recurrent network was able to predict the test data with

minimal error than the feedforward network.
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Fig. 4.9 Testing for Recurrent Network

' In summary two models from both networks were obtained with 10 hidden neurons each in the

- layer. This can be seen from the two tables 4.3. These hidden neurons are equivalent to 10

i
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tangent hyperbolic transfer functions. Indeed this makes our model very complex and highly
nonlinear. That is one of the basic characteristics of artificial neural networks. They result
in models which are very complex and highly nonlinear to be able to predict patterns and

relationships that exist among a given data set. The model from the feedforward network can

be represented as:

Q: = ;lcﬁ=1 t“nh(ZLl Qiwik + Oy)

and that for the recurrent network can be written as

Qe = X 4o, tanth(B ) Qe 1wk 4% 64)

where k is the number of hidden neurons and t the prediction step.
The associated weights for the feedforward network is given by the highly dimensioned 10 x 4

matrix and that for the recurrent network is a 10 X 1 matrix.

/—4.1611\ (0.0427 —0.0750 - 0.0204 0.1538\

5.7124 ~0.1549  0.0112 * —0.0539 —0.2303

10.5474 —0.1789 —0.0359 —0.0219 —0.3435

3.2903 —0:1294 —0.0735 —0.1636 —0.2297

 [=ae3m7| .| 00821 00061 —0.0028 0.0981

2.3308 0.1337 —0.1200 —0.0126 0.3144

e 1.5371 0.2174 ~—0.2424—0.2638 0.7391
3.4822 0.0722 0.0375 —0.0519 0.0825

—4.0353 ~_0.0006 0.0382 0.0876 —0.2522

\ —0.5226 ) \—0.0529 —0.0414 —0.0487 —0.1424

67




Chapter 5

Conclusion

5.1 Introduction

This chapter is concerned with the major findings of the study. The findings are outlined in
direct response to the objectives of this study. Also this chapter proposes future researches

that can be carried out using Artificial Neural Networks. It also gives some recommendations

on how Artificial Neural Networks could be used efficiently.

5.2 Summary of Findings

..-*’f

In this study we have used two typesof ANN architectures to forecast the yearly tourist demands

of Ghana We did this analysis with the purpose of applying two types of ANN networks that
can increase the forecasting accuracy of tourists arrivals data. The two types of ANN, i.e. the
Feédforward and the Recurrent (NABX), were trained. After training and testing, the recurrent
network predicted better that the feedforward network. Added to this, both networks did train
well but the recurrent was able to generalize by predicting the test data with minimal errors.
We also found out that a small learning rate is more effective since it slows down the learning

process and allows the network to adapt well. With large learning rates it is very likely for the
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network to over fit. Recurrent networks are time consuming but they end up having the best
training which can generalize when an appropriate algorithm and a large data size is fed into

it. The weights (parameters) obtained in this work would be very difficult to be obtained if

one tries to use any traditional method.

5.3 Recommendation

The ability of Artificial Neural Network to learn is proportional to the number of the training
samples. In this thesis, the tourist data ayailable is only on 20.years, which makes the training
of the networks very difficult. It is recommended that the data which will be used in a neural
network should be subdivided in other to attain a large sample data. In this case tourist arrivals
forecasting can be better improved by using data acquired on a monthly or daily bases from the
Ghana Tourist Authority. In future research other.learning algorithms and types of network
should be used in the prediction of tourist arrivals. Also we recommend that an automated

procedure is used to obtain the optimal learnin-g_ra,te and performance ratio. Because these

two parameters are very key in the network training.

5.4 Conclusion

In conclusion, in a time series forecasting; in the case of the Ghanaian tourist arrival data,
beszm'is obtained using a recurrent network with 10 hidden hyperbolic tangent neurons.
In our approach artificial neural network can be used for tourists arrival forecast in order to
increase forecasting accuracy for the future. This can improve tourist management for a better
performance by the industry. The ability of the artificial neural network to learn is proportional

to the number of the training samples as already stated so the tourist authority should device

a means to improve their data collection on tourists. If the number of samples is increased,
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the learning performance can be further improved. In conclusion, in a time series forecasting,
best result is obtained using a NARX Neural Network. In Ghana’s case an Artificial Neural
Network approach can be used for a whole lot of forecasting application in order to increase
forecasting accuracy for any data set. Artificial Neural Networks can be very useful to Ghana

not only in predicting tourist arrivals but in any field where data is available.



5.5 Appendix

Table 5.1: Tourist Arrivals and Receipts

Year Arrivals ('000) Receipts (USS million)

2001 438.8 4478

2002 4826 519.7

2003 5308 602.8

2004 5838 649.4

2005  428.6 836.1

2006  497.1 | GadsD |
2007  586.6 1,172.0

2008  698.069 1,403.1

2009  802.779 16152

e -




Table 5.2: Number of hotels, rooms and beds

Year Number of Hotels Hotel rooms Number of beds
2001 1,053 15,453 19,648
2002 1,162 15,992 21,997
2003 1,250 17,352 22,909
2004 1,313 18,022 23,430
2005 1,341 18,675 23,828
2006 1,405 22,467 27,569
2007 1,407 18,683 26,057

Source: Ghana in Figures
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Table 5.3: Number of hotels, rooms and beds

Year Arrivals

1988 113784

1989 125162

1990 145780

1991 172464

1992 213316

1993 . 256680

1994 271310

1995 286000

1996 304860

1997 325438

1998 347952

2001 438800

2002 482600

2003 530800
.

2004 583800

2005 428600

2006 497100

2007 586600

2008 698069

2009 802779

Source: Ghana in Figures
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