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Abstract

The study examined the risk factors of under-five mortality in the Ghana Demo-

graphic and Health Survey (DHS) 2008 data. The risk factors were investigated

statistically by fitting a logistic regression model and controlling for household

effects. The data was analyzed using the SAS 9.1 version for windows. Three

factors (age of respondent, number of people in the household and ethnicity) were

found to be the significant risk factors of under-five mortality in the Ghana DHS

2008 data. The age of respondent was positively related to the risk of under-five

mortality while the number of people in the household was negatively related to

the risk of under-five mortality. Respondents from the Akan, the Ewe, the Gruma

and the Mande ethnic groups were significant in terms of the effect of ethnicity on

under-five mortality. The risk of under-five mortality is higher in the Gruma and

the Mande ethnic groups as compared to the ”other” ethnic group while it was

lower in the Akan and the Ewe ethnic groups as compared to the ”other” ethnic

group. It was also found that, household effect was not a significant contributing

risk factor for under-five mortality in the Ghana DHS 2008 data.
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Chapter 1

Introduction

1.1 Background to the Study

Under-five mortality rate is one of the key indicators for monitoring the progress

of a country towards global goals such as the Millennium Development Goals

(MDGs). The estimate for under-five mortality is a measure of child survival in

every country and the world as a whole. The estimate also reflects the social,

economic, health and environmental conditions in which children live. As part of

the MDGs for health, nations pledged in 2000 to ensure a two-thirds reduction

in under-five mortality between 1990 and 2015 (UNICEF, 2013a). The pledge to

reduce under-five mortality by two-thirds was specifically labeled by the United

Nations (UN) as the MDG 4. There is a substantial effort by governments, the

UN, the private sector and civil society groups towards achieving the MDGs

including the pledge to reduce under-five mortality by two-thirds.

According to the UN/MDG (2012), under-five mortality is higher in Sub-

Saharan Africa and Southern Asia as compared to other parts of the world. Al-

though the progress to reduce under-five mortality in these developing parts of the

world has accelerated, it is still unlikely to meet the MDG 4 target by 2015. The

report continues that, some parts of the world including Northern Africa have

already achieved the MGD 4 target by bringing down the child mortality rate

by 67 percent and Eastern Asia is close with a 63 percent decline. Sub-Saharan

Africa has achieved reductions of only around 30 percent, which is less than half

of what is required to reach the 2015 target. Although under-five mortality is

declining worldwide, stakeholders are still anxious on whether they would be able

to meet the 2015 deadline. If the current trends continue, the world would not
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be able to meet the MDG 4 target of reducing under-five mortality by two-thirds

until 2028 (UNICEF, 2013a).

In Ghana, rates of mortality among children continue to decline gradually

(NDPC/GOG, 2012) which follows the global trend. Although evidence shows

that there has been a significant reduction in under-five mortality rates in Ghana

over the past years (GSS/ICF, 2010), it is unlikely that the 2015 target of reducing

the under-five mortality rates by two-thirds would be met unless the coverage of

effective child survival interventions is vigorously increased. The GSS/GHS/ICF

(2009) report shows only a 30 percent reduction in the under-five mortality rate

in Ghana. The UNICEF (2013a) placed Ghana at the 36th position among over

190 countries in a descending order of the under-five mortality rate league table

2012 with under-five mortality rate of 72 deaths per 1,000 live births in 2012.

This clearly shows that, there is still much work to do in order to meet the MDG

4 target in Ghana. Hence, there should be a concerted effort from all stakeholders

to help reduce under-five mortality drastically.

The results of childhood mortality estimates including under-five mor-

tality are used as a basis for formulating policies on the growth and development

of children. Improvement in child survival to meet the MDG 4 thereby reducing

childhood mortality as a whole has been one of the major considerations by pol-

icy formulators worldwide. Government institutions, donor agencies, civil society

groups and all other stakeholders are interested in reducing under-five mortality

which is one of the key indicators of the quality of the nation’s health system.

This is because the future of every nation depends on its young population. For

example, high childhood mortality rate has the implication for a rapid population

growth because parents who fear that their newborn babies would not survive to

older ages are likely to have more children (Agha, 2000). Trends in the under-five

mortality rate can be used to track the overall development as well as specific

successes and failures in the implementation of child survival interventions over

time.
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The Ghana Demographic and Health Survey is a national survey which

is designed to collect data on population and health as part of the global Demo-

graphic and Health Survey (DHS). The Ghana DHS started in 1988 and there

have been five successive surveys since 1988. Childhood mortality estimates in

the Ghana DHS 2008 report measure the risk of a newborn dying from birth

through to the age of five years. Childhood mortality has been categorized as:

• Neonatal mortality : the probability of a newborn baby dying between birth

and the first month of life

• Post neonatal mortality : the difference between infant mortality and neona-

tal mortality

• Infant mortality : the probability of a newborn baby dying between birth

and exact age one (12 months)

• Child mortality : the probability of a baby dying between exact age one

(12 months) and five (60 months)

• Under-five mortality : the probability of a newborn baby dying between

birth and exact age five (60 months)

(GSS/GHS/ICF, 2009).

Results from all the five successive Ghana DHS since 1988 show a consis-

tent decrease in all the childhood mortality estimates in Ghana including under-

five mortality. According to the GSS/GHS/ICF (2009), the under-five mortality

rate in Ghana as at 2008 is 80 deaths per 1000 live births. It means that one in

every thirteen Ghanaian children died before reaching five years old. This is an

improvement in the mortality estimates for the past five surveys where the under-

five mortality rates of 111 deaths per 1000 live births, 108 deaths per 1000 live

births, 119 deaths per 1000 live births and 155 deaths per 1000 live births were

recorded for the 2003, 1998, 1993 and 1988 Ghana DHS respectively [(GSS/MI,

1989), (GSS/MI, 1994), (GSS/MI, 1999), (GSS/NMIMR/ORC, 2004)].
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There have been a lot of research works on under-five mortality in the

past years. Most of these investigations make use of the logistic regression as the

method for determining the factors that affect the probability of a child dying

before five years old due to the binary nature of the outcome variable. Several

other methods have been discussed in literature for the analysis of such binary

outcomes. Among these alternatives for the logistic regression includes the Cox

regression, Poisson regression, Log-binomial regression among others. The au-

thors that contributed to the discussion on the alternatives for logistic regression

in cross sectional studies have not reached a conclusion on which method is the

most appropriate approach and only a few publications make some comparison

among the available alternatives (Barros and Hirakata, 2003).

The logistic regression is used to analyze the relationship between pre-

dictor variables and a response variable that is dichotomous in nature (Reed and

Wu, 2013). In fact, this type of regression has become very popular and it has

increasingly become a statistical tool that is employed for the analysis of a binary

response variable by many researchers across different study disciplines. The lo-

gistic regression is widely used in developing models in study areas such as the

physical sciences, economics, political science, medicine, epidemiological studies

among many others. The major advantage of the logistic regression over ordinary

regression is its ability to deal with variables that are dichotomous and categorical

in nature.

In spite of the several advantages for the use of the logistic regression,

one important concern that has been discussed in literature is the relationship

between the sample size and the calculation of the odds ratio. The size of the

odds ratio that is derived from the logistic regression is inversely related to the

sample size. This means that, as the sample size decreases the bias in the odds

ratio becomes larger and thus, it gives a poor estimate of the actual population

effect (Reed and Wu, 2013). This problem of overestimation of the odds ratio is

minimized when the sample size is greater than about 500 (Kojo, 2012).
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Clustered data arise in a wide variety of applications including demo-

graphic surveys where samples are arranged in a hierarchy. The Ghana DHS

2008 data as an example contains clusters in the various households where re-

spondents were selected and interviewed. Such clustered data are often correlated

which violates the statistical assumption of independence of observations in the

case of the logistic regression method. A classic example in the Ghana DHS

2008 data describes respondents within the same household where there is the

likelihood for these respondents within the same household to share similar char-

acteristics which may affect the survival of their children. Statistical models for

clustered data must account for the intra cluster correlation at each level analysis

else it could lead to misleading inferences. If the intra cluster correlation is not

properly accounted for in the analyses, standard errors of the parameters may be

biased (Ghisletta and Spini, 2004). There are several discussions in literature on

time dependent correlated data but very little has been done on the options that

are available when these correlations are not time dependent (Staley, 2013) as in

the case of the Ghana DHS 2008 data.

One method which allows researchers to analyze correlated data is the

Generalized Estimating Equations (GEE). This method is an extension of the

Generalized Linear Models (GLMs) to accommodate correlated data with its

main advantage in the unbiased estimation of regression coefficients despite a

possible misspecification of the structure of the correlation (Ghisletta and Spini,

2004). The GEE is particularly effective for modeling clustered binary or count

data (Wang, 2010). The two basic advantages for the GEE method when dealing

with correlated data are as follows. Firstly, it could be used regardless of the

nature of the response variable whether it is continuous, dichotomous, polychoto-

mous, ordinal or an event-count. Secondly, the method allows for a variety of

specifications of the correlation patterns within the clusters (Zorn, 2001). One

attractive property of the Generalized Estimating Equations is that, one can use

a working correlation structure that may be specified wrongly while the resulting
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regression coefficient estimate is still consistent and asymptotically normal (Pan

and Connett, 2002).

1.2 Statement of the Problem

Ghana is a signatory to the Millennium Declaration in 2000 with the aim of

meeting all the eight Millennium Development Goals including the reduction of

under-five mortality by two-thirds before the 2015 deadline. Although the country

has made a substantial progress over the past years in achieving these goals, there

are still many areas to improve such as the MDG 4. The attention and effort to

meet these goals is a matter of priority to every government and the success to

achieve the goals depends greatly on commitment and the available resources in

the country. Ghana is doing very well in other areas but there is still anxiety

on whether the country would meet the MDG 4 by the 2015 deadline even when

there is a decline in under-five mortality in the past years.

Although under-five mortality estimates continue to decline in Ghana

over the years, it is still a matter of great concern among stakeholders as the de-

cline is not enough to reduce under-five mortality by two-thirds by 2015. Several

studies have concluded a decline in under-five mortality in Ghana but there is not

much investigation into the extent to which the proposed factors have an effect on

the decline. Some parts of the country seem to have considerably low under-five

mortality rates while it is the opposite in other places. Also, under-five mortality

estimates vary with respect to the various households in the Ghana DHS 2008

data.

It has therefore become necessary to examine the factors that influence

under-five mortality estimates and investigate the extent to which the proposed

factors have an effect on the decline of under-five mortality. It is also important to

find out whether there exist household effects on under-five mortality by consid-

ering the clusters in the various households found in the Ghana DHS 2008 data.

This is because, respondents within the same household may be related and this
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could have some effects on parameter estimates produced by the binary logistic

regression method. If the within cluster correlation is not accounted for in the

analysis, the standard errors of the parameters may be biased which will lead to

a misleading inference when the biased parameters are used for the interpretation

of results.

In summary, under-five mortality is a matter of great concern to all stake-

holders in Ghana being the government, civil society groups, parents, families and

international organizations. Due to this important viewpoint, any factor that af-

fects under-five mortality in Ghana poses a greater concern of which there is a

greater interest to investigate in order to determine the cause. It is in the light

of these, that there is the need for a deeper research to investigate the factors

that affect under-five mortality in the various households of the Ghana DHS 2008

data so that more effective measures would be taken to help curb this problem.

1.3 Objectives of the study

1.3.1 General Objective

The general objective of this study is to investigate the risk factors and their

effects on under-five mortality in Ghana.

1.3.2 Specific Objectives

Specifically, the study aims to:

• identify the significant factors that affect under-five mortality by fitting a

logistic regression model

• investigate the effect of households as a cluster on under-five mortality by

considering GEE1 and alternating logistic regression.
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1.4 Methodology

The study uses a secondary data from the Women’s Questionnaire of the Ghana

DHS 2008 which is a national survey covering all the ten regions of the coun-

try. The survey was carried out by the Ghana Statistical Service (GSS) and the

Ghana Health Service (GHS) with support from the ICF Macro which provided

financial and technical assistance through the USAID-funded MEASURE DHS

programme. The survey was designed to assist developing countries like Ghana

to collect data on fertility, family planning, maternal and child health among

others.

According to the GSS/GHS/ICF (2009), data for the survey was collated

through the use of a ”Verbal Autopsy Questionnaire”. In half of the households

selected for the survey, all eligible women of age 15-49 were interviewed with

the Women’s Questionnaire. A total of 5,096 eligible women of age 15-49 were

identified and interviews were conducted for 4,916 of these women due to unavail-

ability of some individuals at home despite repeated visits to the households by

enumeration officials. Data collection took place over a three-month period from

early September, 2008 to late November, 2008.

The analysis of the data is based on the ever-born women of reproductive

age 15-49 years who have had at least one live birth in history. Since the general

objective of this study is to investigate the effects of socioeconomic and demo-

graphic variables on the level of under-five mortality in Ghana, the dependent

variable is the number of children who had died before age of five years (0 to

59 months). The logistic regression model is fitted to identify significant factors

and their effects on under-five mortality in Ghana. In addition, the alternating

logistic regression, a GEE method is used to investigate the effects of the factors

that affect under-five mortality by considering clusters in the various household

of the Ghana DHS 2008 data.

The SAS statistical software version 9.1 for windows was used for the
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analysis of the data.

1.5 Justification of the Work

The research findings will enable stakeholders to have much insight into the sig-

nificant factors of under-five mortality in Ghana in order to reduce the scope of

intervention policies as a way to accelerate the success of achieving the MDG4.

It is also amazing to note that, this study will serve as a guide in formulation and

implementation of child survival policies in the country. In addition to these, the

outcome of this study would provide an additional source of information to the

literature on under-five mortality in Ghana.

The study is very significant because, it uses the descriptive information

from the Ghana DHS 2008 report to draw conclusions about the general popula-

tion of Ghanaian children based on the information obtained from the sample. In

this regard, the research findings will be a contribution to knowledge and would

be a basis for further research into under-five mortality in Ghana and the world

as a whole.

1.6 Limitations of the Study

Like any research work, this study is not without limitations. The Ghana DHS

2008 report outlined only the estimates of the deaths of under-five children with-

out the causes of these deaths. Furthermore, the issue of missing information in

data resulted in the dropping of some respondents from the final data thereby

decreasing the sample size used for the final analysis.

1.7 Organization of the Thesis

The thesis consists of five chapters. Chapter one gives a general background of

the thesis and how it was carried out. It includes a general introduction and
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trends of under-five mortality in Ghana and the world as whole, statement of

the problem under study, objectives of the study, methodology, justification and

limitations of the study. In chapter two, selected research works that are related to

under-five mortality, the logistic regression and the alternating logistic regression

are reviewed. Chapter three discusses the data and an in depth explanation of

the methods used. In chapter four the data is explored, analyzed and discussed

using the SAS statistical software to get results. The last chapter presents the

conclusions and recommendations of the study.
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Chapter 2

Literature Review

2.1 Global Analysis of Under-Five Mortality

The issue of child survival over the past years is one of significant progress world-

wide including Ghana and it is an unfinished business so far as under-five mor-

tality targets are to be achieved universally. According to the UNICEF (2013a),

there is much to celebrate as the world is currently reducing under-five deaths

faster than at any other period in the past twenty years. The global number of

under-five deaths has roughly halved from 90 deaths per 1000 live births in 1990

to 48 deaths per 1000 live births in 2012. The estimated annual rate of under-

five deaths has reduced from 12.6 million in 1990 to 6.6 million in 2012. This

means that, 17,000 fewer under-five children die each day in 2012 than in 1990.

The report continues that, all regions have shown steady reduction in childhood

mortality estimates over the past two decades. In fact, the progress in reduc-

ing childhood mortality has accelerated with the annual rate of decline in the

worldwide under-five mortality rate increasing from 1.2 percent in 1990-1995 to

3.9 percent in 2000-2011. Under-five mortality according to the report is hugely

concentrated in Sub-Saharan Africa because all regions with the exception of Sub-

Saharan Africa have halved their under-five mortality rates since 1990 (UNICEF,

2013b).

Furthermore, it is evident in the UNICEF (2012a) that, emerging figures

have shown alarming disparities in childhood mortality estimates at the subna-

tional levels in many countries across the world. The UNICEF analysis of the

International Household Survey Data shows that children born to poorest homes

are almost twice as likely to die before they reach five years old as compared
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to their counterparts in wealthy homes. In fact, the under-five mortality rate

based on 39 countries analyzed by the UNICEF using wealth quintiles revealed

the following: 121 deaths per 1000 live births in the poorest wealth quintile, 114

deaths per 1000 live births in the second wealth quintile, 101 deaths per 1000 live

births in the middle wealth quintile, 90 deaths per 1000 live births in the fourth

wealth quintile and 62 deaths per 1000 live births in the richest wealth quintile.

It has also been revealed that, poverty is not the only determinant of under-five

mortality worldwide (UNICEF, 2012b). It is evident in the report that, children

in rural areas have a greater risk of dying than those in the urban areas. In a

similar analysis of 45 countries by UNICEF, there were 114 deaths and 67 deaths

per 1000 live births in rural and urban areas respectively.

The UN/MDG (2012) also corroborates the progress in reducing under-

five mortality worldwide. From the report, under-five mortality rate declined by

35 percent from 97 deaths per 1,000 live births in 1990 to 63 deaths per 1,000

live births in 2010 in developing countries. The progress in reducing childhood

mortality is gaining momentum but despite the determined progress, a greater

proportion of the deaths occur in Sub-Saharan Africa. The report states that,

childhood mortality is more likely to ”strike children in rural areas” than those

in urban areas based on the analysis of 82 developing countries with data on

under-five mortality rate by residence which accounts for 75 percent of the total

births in developing countries in 2010. Also, analysis of 73 developing countries

with data on under-five mortality rate by household wealth quintiles accounting

for 71 percent of total births in developing countries in 2010 shows that, ”chil-

dren born into poverty are almost twice as likely to die” before they reach five

years as those from wealthy families. In addition to these, mother’s access to

education is a ”survival factor for under-fives”. This is evident in the analysis

of 78 developing countries with data on under-five mortality rates by mother’s

education, accounting for 75 percent of total births in developing countries in

2010 (UN/MDG, 2012).
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According to the NDPC/GOG (2012), childhood mortality estimates

have witnessed considerable progress globally with an under-five mortality de-

clining by a third from 89 deaths per 1,000 live births to 60 deaths per 1,000 live

births between 1990 and 2009. Like the other reports discussed earlier, under-five

mortality rate still remains highest in Sub-Saharan Africa with 129 deaths per

1,000 live births in 2009, followed by South Asia with 122 deaths per 1,000 live

births. The report continues that, the global trend of decline in childhood mor-

tality is not different from the estimates in Ghana where the under-five mortality

rate is 80 deaths per 1,000 live births, which is an improvement from the previous

years. After a successive decline from 122 deaths per 1,000 live births in 1990 to

98 deaths per 1,000 live births in 1998, the under-five mortality rate stagnated

at 111 deaths per 1,000 live births during the period of 2003 and 2008.

2.2 The Ghana Demographic and Health Sur-

vey

The Ghana Demographic and Health Survey is the major source of data for

analyzing childhood mortality including under-five mortality in Ghana since the

past twenty years. The Ghana DHS 2008 is the fifth Demographic and Health

Survey to be undertaken in Ghana since 1988. All mortality rates in the Ghana

DHS 2008 report are expressed as ”per 1000 live births” with the exception of

child mortality which is expressed as ”per 1000 children surviving to the age of 12

months”. Results from the five successive Ghana DHS surveys showed a marked

decline in childhood mortality over the past twenty years. This decline appears

to have halted briefly during the period 1999-2003 and continued further between

2003 and 2008 (GSS/GHS/ICF, 2009).

As an example, the under-five mortality rate decreased from 111 deaths

per 1,000 live births for the period 0-4 years preceding the 2003 GDHS to 80

deaths per 1,000 live births in 2008. This means that as at 2008, one in every
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thirteen Ghanaian children died before the fifth birthday while one in every nine

Ghanaian children died before the fifth birthday by 2003. Under-five mortality

estimates as at 1998 was 108 deaths per 1,000 live births and 119 deaths per 1,000

live births for the period preceding 1993 [GSS/NMIMR/ORC (2004), GSS/MI

(1999), GSS/MI (1994)].

According to the GSS/GHS/ICF (2009), several factors determine the

level of under-five mortality in Ghana. Among these factors are socioeconomic

variables which include type of residence, region of residence, mother’s education

and household wealth status (quintile). Mortality levels in rural areas are consis-

tently higher than those in urban areas. In the ten year period before the 2008

survey, the under-five mortality rate was 90 deaths per 1,000 live births in rural

areas and 75 deaths per 1,000 live births in urban areas. Furthermore, childhood

mortality as evident in the 2008 GDHS report shows different estimates for the

various regions in Ghana with some regions having considerably low rates while

others have high rates. For example, the under-five mortality estimate ranges

from a lowest rate of 50 deaths per 1,000 live births in the Greater Accra region

to a highest rate of 142 deaths per 1,000 live births in the Upper West region.

The report continues that, the education of the mother is inversely related to

the risk of death of her child. This means that, children born to mothers with

higher educational levels have lower risk of dying and vice versa. The under-five

mortality rate among children of mothers with no education was 102 deaths per

1,000 live births which was substantially higher than the under-five mortality

among children of mothers with primary, middle/JSS and above secondary edu-

cation levels with rates of 88 deaths, 68 deaths and 64 deaths per 1,000 live births

respectively (GSS/GHS/ICF, 2009).

In addition to the socio economic factors, the income level of the house-

hold played a major role in determining under-five mortality estimates in Ghana.

Children in households which are in the highest wealth quintile have the low-

est mortality rate of 60 deaths per 1000 live births for under-five mortality. On
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the contrary, children in households which are in the lowest, second, middle and

fourth wealth quintiles recorded under-five mortality estimates of 103 deaths, 79

deaths, 102 deaths and 68 deaths per 1,000 live births respectively.

The demographic factors that are strongly related to childhood mortality

in Ghana as revealed by the Ghana DHS 2008 report include sex of the child,

age of mother at birth, birth order, previous birth interval and size of child at

birth. Childhood mortality is generally higher for males than females in all the

categories. The under-five mortality rate for male children was 93 deaths per

1,000 live births and that of female children was 76 deaths per 1,000 live births.

Moreover, findings from the survey shows that, children born to young mothers

who are under 20 years old and older mothers of more than 35 years are at a

higher risk of dying. The results of the Ghana DHS 2008 report confirm this

assertion with under-five mortality for children born to mothers under twenty

years old given as 109 deaths per 1,000 live births as compared to 73 deaths per

1,000 live births and 95 deaths per 1,000 live births for children born to mothers

between 20-29 years and 30-39 years respectively.

Children of first order and higher-order births have a greater risk of dying

with under-five mortality rates of 110 deaths per 1000 live births for birth order

above 7 and 84 deaths per 1000 live births for first birth order. Mortality among

children as reported in the Ghana DHS 2008 report is negatively related to the

length of previous birth interval. It is evident from the report that, children born

with lesser previous birth intervals have higher mortality rates in all the child-

hood mortality categories. As an example, the under-five mortality rates were

131 deaths, 86 deaths, 83 deaths and 58 deaths per 1000 live births for children

born with previous birth interval less than 2 years, 2 years, 3 years and more

than 3 years respectively. Lastly, a baby’s size at birth has often been found as

an important factor which affects the chance of his or her survival. According

to the Ghana DHS 2008 report, majority of births in Ghana occur outside of a

health facility and most of these babies are not weighed. The Ghana DHS 2008
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survey however used the mothers’ assessment of the size of the baby as small/very

small or average/larger at birth as a proxy for birth weight. The rate for under-

five mortality was given as an asterisk which indicates that ”the rate is based on

fewer than 250 unweighted exposed persons and has been suppressed”. Never-

theless, the mortality rate was higher in the remaining two categories (infant and

neonatal mortalities) which were not suppressed. The infant mortality rates were

84 deaths and 42 deaths per 1000 live births for children born with small/very

and average/larger birth sizes respectively. The neonatal mortality rate was 49

deaths per 1000 live births for children born with small/very small birth size and

25 deaths per 1000 live births for children born with average/larger birth size

(GSS/GHS/ICF, 2009).

2.3 Review of Literature on Study Variables

The estimates for childhood mortality including under-five mortality have changed

over the years. In this regard, there is a continuous research year after year to

investigate this phenomenon in order to determine the risk factors that affect this

problem and suggest possible ways of reducing it to the barest minimum. Several

research works have investigated and proposed the factors that affect childhood

mortality in Ghana and the world as a whole. Examples of the risk factors which

have been discussed in literature include maternal education, mother’s age, occu-

pation of parents, type of residence, region of residence, wealth quintile or income

level of the household, size of the family and sanitation facility. Others include

sex of the baby, birth weight of the baby, birth order, previous birth interval,

antenatal care, breastfeeding and immunization.

Folasade (2000) did an investigation to determine the relative significance

of environmental and maternal factors on childhood mortality in two contrasting

towns in southwestern Nigeria. While most studies have focused only on the effect

of maternal factors on childhood mortality on one hand, others have suggested

the effects of only environmental factors. Folasade (2000) therefore integrated the
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separate influence of environmental and maternal factors on childhood mortality.

The conclusion was that, domestic environmental conditions were stronger predic-

tors of child mortality in the more developed study town of Ota than in the more

traditional town of Iseyin. However in both towns, the age of mother at mar-

riage, the age of mother at first childbirth and parity were statistically significant

in the more urban center and generally remains inconsistent in its relationship

with child mortality. It was continued in the analysis that, child mortality rates

continued to be a function of an environmental factor which could either be the

source of drinking water and a child care behavior factor or where the child was

kept when the mother was at work especially in the market environment.

Lin (2006) in ”The effects of economic instability on infant, neonatal and

post neonatal mortality rates: Evidence from Taiwan” used a data set compris-

ing 23 cities in Taiwan for the years 1979-2002 and a fixed-effects model to find

evidence of the effect of economic instability on infant, neonatal and post neona-

tal mortality rates. In addition, the effects of income, demographic factors and

the availability of medical resources were also examined in relation to childhood

mortality. The most important finding in the work was that, infant, neonatal

and post neonatal mortality rates move counter-cyclically with the city unem-

ployment rate in Taiwan. Also, the provision of national health insurance was

found to have a positive impact on the health of infants in Taiwan. Furthermore,

it was found that, the impact of economic instability on the infant, neonatal and

post neonatal mortality rates was found to be the strongest in the eastern part

of Taiwan where there are few health care resources.

Agha (2000) also investigated the determinants of infant mortality in

Pakistan. The study examined the factors which are associated with the survival

of infants in Pakistan using a data from the Pakistan Integrated Household Survey

1991. The study stated that, the infant mortality rate was still very high in

Pakistan until the early 1990s at 100 deaths per 1000 live births. It showed

that, there is no evidence of a secular decline in infant mortality during the
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1980s. It was therefore concluded that, the underlying cause of the stagnation of

infant mortality in Pakistan is due to the large differentials in infant survival by

socio-economic factors, access to water and sanitation. The low social, economic

and legal status of women is intimately linked to the well-being of their children.

Agha (2000) therefore recommended for a design of health intervention policies in

Pakistan to reach the most under-served women and children. The investigation

also added that, there should be a systematic evaluation of the health intervention

policies in order to make informed decisions about the health investments in the

future.

Suwal (2001) in ”The main determinants of infant mortality in Nepal”

investigated the factors that contribute to either low or high rate of infant mor-

tality in Nepal. The study used data from the 1991 Demographic Health Survey

of Nepal. It was concluded after fitting a logistic regression model that, among

the entire variables used for the analysis in the study, place of residence, par-

ity, immunization and ethnicity were the most influential risk factors of infant

mortality in Nepal.

Sastry (1997) in ”What Explains Rural-Urban Differentials in Child Mor-

tality in Brazil” analyzed the differentials in child survival by rural-urban place

of residence in Brazil. The work also examined the hypothesis that observed mor-

tality differentials by place of residence are merely manifestations of the underly-

ing differences in socioeconomic status, demographic and reproductive behavior.

The study used data from the 1986 Demographic and Health Survey of Brazil

and supplementary community level variables obtained from a database assem-

bled by the Brazilian Federal Statistical Agency. The conclusion was that, child

mortality was substantially and significantly lower in urban areas of Brazil. The

results however suggested that, the urban advantage does not simply reflect the

differences in socioeconomic and behavioral characteristics at the individual and

household levels but rather community variables appear to play an independent

and important role. It was also found that, the effects of community characteris-
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tics on child survival are moderated by household socioeconomic factors especially

maternal education. Differences in socioeconomic characteristics are therefore im-

portant in explaining rural-urban child mortality differentials which has not been

hypothesized by previous researchers.

Rahman and Sarkar (2009) in ”Determinants of Infant and Child Mor-

tality in Bangladesh” investigated the mortality of children under five years old

using information from women’s birth histories pertaining to children born during

the 10 years before the 1999-2000 Bangladesh Demographic and Health Survey.

The work specifically provided information on the levels, trends and differentials

in neonatal, post-neonatal, infant and child mortality and assessed the effects

of socio-economic, demographic and mother’s health-care characteristics on in-

fant and child mortality. They concluded that residence, education of father and

mother, preceding birth interval, family size, toilet facility, delivery place and

antenatal care are the major contributors of infant and child mortality.

Mondal et al. (2009) in ”Factors Influencing Infant and Child Mortality:

A Case Study of Rajshahi District, Bangladesh” examined the factors that in-

fluence infant and child mortality of suburban and rural areas of the Rajshahi

District in Bangladesh. Their results revealed that, the most significant predic-

tors of neonatal, post-neonatal and child mortality levels are immunization, ever

breastfeeding, mother’s age at birth and birth interval. Again, the risk of child

mortality was 78.20% lower among the immunized child than never immunized

child. Also, the risk of neonatal mortality was 57.70% lower after a birth interval

of 36 months and above than under 18 months. However, parents’ education, toi-

let facilities and treatment places are significant predictors during neonatal and

childhood period but father’s occupation is significant at post-neonatal periods.

For instance, the risk of neonatal mortality is 31.40% lower among the women

having primary education and 52.30% lower among the women having secondary

and higher education than those having no education. They also observed that,

the risk of child mortality was 32.00 lower among the household having hygienic
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toilet facility than those who do not have such facilities. Also, the risk of child

mortality decreased with increased female education and wider access to safe

treatment places. It was their recommendation that, attention should be given

to female education and expansion of public health systems for reducing the risk

of infant and child mortality.

Foggin et al. (2001) also investigated the risk factors and child mortality

among the Miao in Yunnan, Southwest China. They stated that, environmental

factors and lifestyle of communities in developing countries as in the industrialized

world have a great impact on their health status. The study revealed important

links between child mortality and a number of risk factors among the Miao of

Yunnan Province in Southwest China. These factors include lifestyle variables

such as geographic mobility, age of weaning and religious belief. In addition to

these, the use of available health care facilities was another explanatory factor.

Although the research did not reveal a significant statistical relationship between

traditional practices and child mortality, the authors have observed qualitatively

that birth customs play an important role in explaining the perinatal component

of child mortality.

In addition to these studies done outside Ghana, Osei-Kwakye et. al.

(2010) investigated the determinants of under-five mortality in the Builsa Dis-

trict in Upper East Region of Ghana. A case control study was used to collect

data from mothers of 60 cases and 120 controls matched for age, sex and place

of residence. According to the studies, even though 70% of the mothers were

illiterates, the educational level of mothers did not influence the child’s risk of

death. Children of mothers who had had previous child deaths were about 8 times

more likely to die while those who had not had vitamin A supplementation were

about 10 times more likely to die. It continued that, over 90% of mothers had an

insecticide treated bed net and more than 50% of them exclusively breastfed their

children for the first 6 months of life. Protective risk factors identified during the

investigation included exclusive breastfeeding, the use of an insecticide treated
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bed net, the number of live children a mother had and immunization. They

recommended that, all health staff responsible for health programmes should be

trained to identify and pay attention to mothers with previous child deaths in

order to educate and assist them to prevent future deaths of their children.

Kojo (2012) in his thesis titled ”Modeling the Risk Factors of neonatal

mortality in Ghana” sought to analyze the risk factors of neonatal deaths in

Ghana and to suggest some interventions that can be used in order to improve

the survival of newborn babies in Ghana. He developed three models each for

mother level factors, child level factors and environmental level factors. The

results of the research revealed that, for the mother level factors, it was found

that the age of the mother and the wealth index were the main factors causing

neonatal deaths in Ghana. Also, sex of the baby and whether the baby is a twin

were not significant causes of neonatal deaths in Ghana. He added that, for the

environmental level factors, only the region of delivery was a significant cause of

neonatal mortality in Ghana. He however recommended for further research to

be conducted using other factors of neonatal mortality.

2.4 Review of Literature on Study Methods

Most of the investigations into the causes of under-five mortality make use of the

logistic regression as the method for determining the risk factors that affect the

probability of a child dying before five years old due to the binary nature of the

response variable.

Reed and Wu (2013) in ”Logistic regression for risk factor modelling in

stuttering research” investigated the uses of the logistic regression in stuttering.

The work outlined the steps, assumptions, limitations and the principles of the

logistic regression model as applied in the stuttering field. They concluded that,

the logistic regression provides an employed and a recognized approach to allow

for the prediction of dichotomous outcomes.

In a similar work, Peng et al. (2002) in ”An Introduction to Logistic
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Regression Analysis and Reporting” outlined the guidelines in using the logistic

regression. The article demonstrated the application of the logistic regression

method with an illustration to a hypothetical data set. It was established that,

traditional ordinary least squares regression or linear discriminant function anal-

ysis were found to be less ideal for handling binary responses due to their strict

statistical assumptions. It was concluded that, the logistic regression could be

a powerful analytical technique when the response variable is dichotomous and

that, the method has gained popularity because it is easy to access sophisticated

statistical software that perform detailed analyses using the method.

When there are clusters in the data, it is very appropriate to use a method

that would cater for the correlation among variables within the same cluster.

Zorn (2001) in ”Generalized Estimating Equation Models for Correlated Data:

A Review With Applications” reviewed the Generalized Estimating Equation

(GEE) method for dealing with a correlated data. The investigation continued

that, GEEs offer a number of advantages for modeling correlated data including

its applicability to continuous, dichotomous, polychotomous, ordinal and count

response variables. Furthermore, it was revealed in the research that GEEs allow

for a range of correlation patterns within clusters and offer valuable insights into

the dynamics of such correlation. Concluding, Zorn (2001) however noted that,

the usefulness of GEE models depends on the nature of data being analyzed as

the method offer a flexible and easily implemented means of estimating models

with correlated data.

An investigation titled ”The Case for Generalized Estimating Equations

in State-level Analysis” by Staley (2013) revealed that, researchers are often con-

fronted with correlated data when working in the real world. While there are

several discussions in literature on time dependent correlated data, little has

been done on the options that are available when these correlations are not time

dependent. Staley (2013) further reported that, one technique which allows re-

searchers to handle such forms of correlation is the GEE method. It was also
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noted in the research that, the GEE is best suited for instances where the re-

searcher is interested in making comparisons across groups or sub populations as

opposed to the effects within an individual observation.

In a related work by Ghisletta and Spini (2004) titled ”An Introduction

to Generalized Estimating Equations and an Application to Assess Selectivity

Effects in a Longitudinal Study on Very Old Individuals”, it was revealed that,

correlated data are very common in educational and more generally in social sci-

ence research. The work aimed to provide a non-statistical introduction to the

GEE method using an analysis of the selectivity effects in the Swiss Interdisci-

plinary Longitudinal Study. The two common analytical situations in which data

are correlated are longitudinal and hierarchically organized or clustered data.

They continued that, GEEs represent an extension of GLMs to accommodate

correlated data. Ghisletta and Spini (2004) continued that, time invariant co-

variates such as data from cross-sectional studies may require some special care

when applying GEEs.

As noted by Carey et al. (1993) in ”Modelling Multivariate Binary Data

with Alternating Logistic Regressions”, the first order generalized estimating

equations (GEE1) introduced by Liang and Zeger (1986) is easy to implement

when modeling the relationship between the response and the explanatory vari-

ables of marginal models for multivariate binary data. This method gives efficient

estimates of the regression parameters but estimates of the association among the

dichotomous outcomes could be inefficient. The research continued that, when

estimates of the association is of interest, the simultaneous modeling of the re-

sponses and all pairwise products using the second order generalized estimating

equations (GEE2) gives more efficient estimates of the association parameters.

It was however pointed out that, GEE2 can become computationally imprac-

tical as the cluster size gets large. In furtherance of the above limitations of

GEE1 and GEE2, they proposed the Alternating Logistic Regression (ALR) as

an alternative approach for regressing the response variable on explanatory vari-
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ables as well as finding the association among the response variables in terms

of the pairwise odds ratios. In analysis of neuropsychological tests on patients

with epileptic seizures, it was concluded that, the alternating logistic regression

showed reasonably efficient estimates as compared to solutions from the GEE2.
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Chapter 3

Methodology

3.1 Introduction

The advancement in statistical computing has made it not very difficult to analyze

data using any of the available statistical software packages with some knowledge

on the theoretical concepts that underline the method used in getting the results.

Contrary to this phenomenon, one needs to acquire the best of knowledge and

understanding on the theoretical background of every method used for data anal-

ysis in order to help for an effective interpretation of the results produced by the

software. This chapter therefore focuses on a detailed and comprehensive under-

standing of the logistic regression and the alternating logistic regression which is

a type of the generalized estimating equations method as the basic methods used

in this research work.

3.2 Data Description

This study uses a secondary data from the Women’s Questionnaire of the Ghana

DHS 2008 which is a national survey covering all the ten regions of the country.

Data for the survey was collated through the use of a ”Verbal Autopsy Question-

naire”. In about half of the households selected for the survey, all eligible women

of age 15-49 were interviewed with the Women’s Questionnaire (GSS/GHS/ICF,

2009). Questions on whether the women have ever given birth were asked and a

follow up question on whether the child was alive or dead was also asked in order

to identify the adequate number of under-five deaths.

Information on the ever born women and their last five births were ex-

tracted from the Ghana DHS 2008 data and used for the analysis. Respondents
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(women) who have never given birth as well as those whose children were above

five years old and who fall outside the period of the survey from January, 2004

to December, 2008 were excluded from the data. The number of respondents in

the data was therefore reduced from 4,916 as found in the women’s questionnaire

of the Ghana DHS 2008 data to 2,170.

3.3 Study Design

According to the GSS/GHS/ICF (2009), the sample data was selected using a

two stage sampling design in the selection of clusters, households and respondents

as the hierarchical order. The first stage involved selection of clusters from an

updated master sampling frame constructed from the 2000 Ghana Population and

Housing Census. A total of 412 clusters were selected from the master sampling

frame using a systematic sampling procedure. The second stage of the selection

involved the systematic sampling of 30 households listed in each cluster. Out of

the targeted 12,360 households, a total sample of 12,323 households were selected

of which 11,913 were occupied at the time of the field work because some of

the selected structures were found to be vacant or destroyed. A total of 11,778

households were interviewed yielding a household response rate of 99 percent. In

about half of the households, a total of 5,096 eligible women were identified for

the Women’s Questionnaire and interviews were completed with 4,916 of these

women yielding a response rate of 97 percent for the Women’s Questionnaire.

The primary sampling unit for the Ghana DHS 2008 was the cluster

which consisted of one or more enumeration areas from the 2000 Population and

Housing Census. In each region, the enumeration areas were stratified and the

clusters were selected systematically. In each of the selected cluster, a household

listing operation was carried out from June-July 2008 and the household samples

were selected after which respondents in the selected households were interviewed.

The sampling of clusters, households and respondents for the Ghana DHS 2008

was a combination of sampling techniques such as cluster and systematic sam-
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pling.

3.4 Software Used

The analysis of the data was done using the SAS version 9.1 for windows.

3.5 Study Methods

The two main methods used in this thesis are the logistic regression and the alter-

nating logistic regression which is a type of the generalized estimating equations.

3.5.1 The Binary Logistic Regression Model

The binary logistic regression model also known as the logit model is a type of

generalized linear model used for modeling a binary response variable. This type

of regression is very appropriate to determine the effect of categorical, continu-

ous or both categorical and continuous independent variables on a dichotomous

dependent variable (Reed and Wu, 2013). This defeats the crucial limitation of

the ordinary linear regression which cannot deal with categorical variables. For

example, the probability that a child would die before the fifth birthday might be

predicted by independent variables such as the sex of the child, weight at birth,

age of the mother, occupation of the mother and many others. Larger samples

are needed when using the logistic regression because the odds ratio reported by

the logistic regression is overestimated when the sample size is less (Kojo, 2012).

3.5.2 The Logistic Function

The logistic function describes the mathematical form on which the logistic model

is based. It predicts the probability of the dependent variable which lies on the

probability scale (between 0 and 1 inclusive) rather than the value of the response

as in simple linear regression. It gives each predictor (independent) variable a
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coefficient which measures its independent contribution to the variation in the

response (dependent) variable. Let f(x) be the logistic function with an input x.

The input x takes values from negative infinity to positive infinity (−∞ to +∞)

whereas the output f(x) confines the values to the probability scale between 0

and 1 inclusive.

Mathematically;

f(x) =
1

1 + e−x

If x=−∞, f(x)=0 and if x=+∞, f(x)=1.

3.5.3 General Mathematical Representation of the Binary

Logistic Regression

For a binary response variable Y of binomial distribution Yi∼ B(ni,πi) for ni (i=1,

2, · · · , N) independent observations, let π(xi) denote the probability of success

(probability of a child dying before the fifth birthday) and 1-π(xi) denote the

probability of failure (probability of a child not dying before the fifth birthday).

The logistic regression model or the logit (natural log of the odds) is

given by;

logit[π(xi)] = loge

[
π(xi)

1− π(xi)

]
= β0 + β1xi1 + β2xi2 + · · ·+ βkxik (3.1)

In terms of the odds;

π(xi)

1− π(xi)
= exp(β0 + β1xi1 + β2xi2 + · · ·+ βkxik) (3.2)

The probability π(xi) is also given as;

π(xi) =
exp(β0 + β1xi1 + β2xi2 + · · ·+ βkxik)

1 + exp(β0 + β1xi1 + β2xi2 + · · ·+ βkxik)
(3.3)

where β0 is the intercept and βj (for j=1, 2, · · · , k) are the regression coefficients
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of the independent variables xj (for j=1, 2, · · · , k) respectively.

The intercept is the value of the logit model when the values of all the in-

dependent variables are zero (no predictor variables). The regression coefficients

βi describe the amount of contribution of the independent (predictor) variables

on the logit model. A positive value of the regression coefficient means the inde-

pendent (predictor) variable increases the probability of the model and a negative

value means the independent (predictor) variable decreases the probability of the

model (Agresti, 2002).

3.5.4 The Maximum Likelihood Estimation

The unknown parameters βi (for i=0,1, · · · , k) for the logit model are estimated

using the maximum likelihood estimation method based on the statistical as-

sumption of independence of observations. With respect to this thesis, the vari-

ous respondents in the Ghana DHS 2008 data are assumed to be independent of

each other. The maximum likelihood estimate is the parameter value for which

the probability of the observed data takes its greatest value (Agresti, 2007). The

method assumes a particular probability distribution for the dependent variable

Yi in order to determine its likelihood function using the natural log.

Maximum Likelihood Estimation for the Exponential Family

Generally, a random variable Y that belongs to the exponential family has a

probability density function of the form;

f(y; θ, φ) = exp

[
yθ − ψ(θ)

φ
+ c(y, φ)

]
(3.4)

for a given set of unknown natural parameter θ and scale parameter φ for known

functions ψ(.) and c(. , .). From the first and second moments of the function,

mean µ=E(Y)= ψ′(θ) and variance σ2 = V ar(Y ) = φψ′′(θ)

To estimate the regression parameter β using the maximum likelihood
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estimation by assuming independence of observations, the log-likelihood of the

exponential family is given by;

l(f(y)) =
1

φ

∑
i

[yiθi − ψ(θi)] +
∑
i

c(yi, φ) (3.5)

For a fixed φ treated as a nuisance parameter, the score equation obtained from

equating the first order derivative (with respect to β) of the log-likelihood to zero

is given by;

S(β) =
∑
i

∂θi
∂β

[yi − ψ′(θi)] = 0 (3.6)

Since the mean function µi = ψ′(θi) and the variance function vi = v(µi) = ψ′′(θi)

∂µi
∂β

= ψ′′(θi)
∂θi
∂β

= vi
∂θi
∂β

which implies that

∂θi
∂β

= v−1i
∂µi
∂β

The general score equation in matrix form then becomes;

S(β) =
∑
i

(
∂µi
∂β

)T
v−1i (yi − µi) = 0 (3.7)

Iterative methods such as weighted least squares, Newton-Raphson or Fisher scor-

ing algorithm could be used to solve for the parameter estimates [(Molenberghs

and Verbeke, 2005), (Agresti, 2002)].

Maximum Likelihood Estimation for the Binomial Distribution

The probability distribution of a binomial response variable Yi ∼ B(ni, πi) is

given by;

P (Yi = yi) =

(
ni
yi

)
πyii (1− πi)ni−yi (3.8)

for yi = (0, 1, 2, · · · , ni) where πyii (1 − πi)ni−yi is the probability of obtaining yi

successes and ni − yi failures with a combinatorial coefficient

(
ni
yi

)
which is the
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number of ways of obtaining yi successes in ni trials. The mean of Yi is given as

E(Yi) = niπi and the variance of Yi is V ar(Yi) = niπi(1− πi).

If the combinatorial term is treated as a constant, the likelihood function

is given as;

L(πi) =
N∏
i=1

πyii (1− πi)ni−yi (3.9)

Taking natural logs on both sides, the log likelihood is also given as;

logL(πi) = log

[
N∏
i=1

πyii (1− πi)ni−yi

]
(3.10)

logL(πi) =
N∑
i=1

[yilog(πi) + (ni − yi)log(1− πi)] (3.11)

Rearranging the terms in equation (3.11) above, we obtain equation (3.12) below

logL(πi) =
N∑
i=1

yilog

(
πi

1− πi

)
−

N∑
i=1

nilog

(
1

1− πi

)
(3.12)

The parameters can therefore be estimated by finding score equations and using

an iterative method such as the Fisher scoring algorithm or Newton-Raphson

method to solve for their values (Dobson, 2002).

3.5.5 Statistical Inference

Wald Test

The Wald test is used to find the statistical significance of the respective coeffi-

cients in the model. The z-statistic is calculated as;

z =
β̂i
Seβ̂i

The z value is squared to yield a Wald statistic with a Chi-Squared distribution

which has an approximately normal distribution for large samples.
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Confidence Interval

The Wald test can be used to determine a 100(1−α)% confidence interval for β̂i

to show that the true parameter lies in the interval with boundaries;

β̂i ± z1−α/2Seβ̂i

where z1−α/2 is the critical value for the two sided normal distribution of size α.

In terms of the odds ratio, confidence intervals are formed by finding

exponents of the boundaries.

[exp(β̂i ± z1−α/2Seβ̂i)]

[exp(β̂i − z1−α/2Seβ̂i), exp(β̂i + z1−α/2Seβ̂i)]

3.5.6 Goodness-of-fit Tests

Goodness of fit tests are used to determine how well the proposed model fits

the data using the logistic model. A model is poorly fit if either the model’s

residual variation is large or it does not follow the variability postulated by the

model (Hallet, 1999). Examples of these tests are the deviance statistic, Pearson’s

Chi-Squared test and Hosmer-Lemeshow test.

Pearson Chi-Square Test

The Pearson’s chi-square test is a goodness of fit test for a given model versus

the full model by testing the difference between the expected (fitted) value of

response and the observed one. The test statistic is approximately chi-squared

distribution provided that sample sizes are large enough. For a binomial data, it

is given as;

X2
p =

∑ ni(yi − µ̂i)2

µ̂i(ni − µ̂i)
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Each term is the squared difference of the observed and fitted values divided by

the variance of yi which is equal to µ̂i(ni−µ̂i)
ni

Hosmer-Lemeshow Goodness-of-fit Test

The Hosmer and Lemeshow goodness-of-fit statistic recommends forming G (usu-

ally 10) equally sized groups according to their predicted probabilities. It is a

measure of lack of fit for a model.

G2
HL =

10∑
j=1

(Oj − Ej)2

Ej(1− Ej/nj)
∼ X2

g

where

nj is the number of observations in the jth group

Oj =
∑
yij is the number of cases in the jth group

Ej =
∑
Pij is the expected number of cases in the jth group

A model with G2
HL ∼ X2

g value greater than the p-value (0.05) shows no evidence

of lack of fit based on the Hosmer and Lemeshow statistic.

3.5.7 Odds Ratio

The logistic regression reports the odds ratio which is a measure of association

between categorical outcomes like a binary response variable. The odds of an

event is the probability that the event will occur relative to the probability that

it will not occur. In this thesis, the odds refer to the probability that a child

will die before the fifth birthday π relative to the probability that the child will

not die before the fifth birthday (1− π). For a probability of success π and the

probability of failure (1− π), the odds is given as;

Odds =
π

1− π

The odds ratio is defined as the ratio of the odds for group 1 to the odds

for group 2. For example, to compare the odds of a child dying before the fifth

33



birthday between female children (group 1) and male male (group 2), the odds

ratio is given by;

OddsRatio =
odds1

odds2

From the logistic regression model in equation (3.1), the odds

π(xi)

1− π(xi)
= exp(β0 + β1xi1 + β2xi2 + · · ·+ βkxik)

π(xi)

1− π(xi)
= (eβ0)(eβ1)xi1(eβ2)xi2 · · · (eβk)xik

The odds from the logistic regression model is equal to eβi (for i=0, 1, 2,

· · · , k). This means that, for every unit increase in the variable xi (for i=1, 2, · · · ,

k), the odds multiply by the value of the respective βi. If β = 0(eβ = 1), the odds

do not change as the variable changes. If the odds eβi < 1, a unit increase in the

value of the variable correspond to a decrease in the odds of a child dying before

the fifth birthday. If the odds eβi > 1, a unit increase in the variable correspond

to an increase in the odds of a child dying before the fifth birthday.

3.5.8 The Generalized Estimating Equations (GEE)

The GEE is a method of parameter estimation which represents an extension

of the generalized linear models to accommodate correlated data. For exam-

ple, respondents from the same household in the Ghana DHS 2008 data. The

method models the marginal expectations of the outcome variable such as the

probability of a child dying before the fifth birthday. As proposed by (Liang

and Zeger, 1986), the GEE method is a non-likelihood approach which estimates

the parameters associated with the expected value of binary responses (Molen-

berghs and Verbeke, 2005). The method requires the correct specification of the

marginal distributions and combines the estimating equations for the regression

parameters with moment-based estimation of the correlation parameters entering

the working assumptions. For an assumed working correlation matrix, the GEE
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method uses the data to estimate a consistent and unbiased standard errors of

parameters even when the correlation structure is specified wrongly. The GEE

method provides a computationally simple alternative to the maximum likelihood

for clustered categorical data of high dimensional vectors.

When using the original GEE method also known as the first order gen-

eralized estimating equations (GEE1), correlation is used rather than information

on the association structure to estimate the effect of the main regression param-

eters. The GEE1 yields consistent main effect estimators even when the asso-

ciation structure is wrongly specified. (Prentice, 1988) amended GEE1 to allow

for estimation of both the regression coefficients and the association (odds ratio)

parameters in the marginal response model and the pairwise correlations respec-

tively. Further studies into the method proposed by (Prentice, 1988) yielded the

second order estimating equations (GEE2) that included the marginal pairwise

association. The GEE2 was proposed by (Zhao and Prentice, 1990) using corre-

lations and (Liang et al., 1992) using odds ratios. However, (Carey et al., 1993)

proposed a conditional probability idea which is known as the alternating logistic

regression to estimate the parameters of a clustered data such as the clusters

(respondents) found in the same household as in the Ghana DHS 2008 data.

3.5.9 Marginal Models

Marginal models also known as population averaged models has the primary sci-

entific objective of analyzing the marginal expectation of responses for a given

explanatory variables. The population averaged parameters represent the aver-

age effects of a unit change in the explanatory variables for the whole population

rather than individual subjects. In other words, marginal models are used to

model the population averaged expectations of the dependent variable as a func-

tion of the independent variables across the entire population but not individual

observations as in conditional models.

Consider a binary data obtained in m clusters of n sizes for clusters
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i = 1, 2, · · · ,m and let Yi = (Yi1, · · · , Yini
)T be an ni × 1 response vector with

mean E(Yi) = µi and ψijk be the odds ratio between the responses Yij and Yik

for (1 ≤ j < k ≤ ni).

ψijk =
P (Yij = 1, Yik = 1)P (Yij = 0, Yik = 0)

P (Yij = 1, Yik = 0)P (Yij = 0, Yik = 1)
(3.13)

A marginal model can be specified as follows;

1. h(µi) = (xij)
Tβj

h(.) is a known link function (a logit link in the case of a binary response),

xij is a p × 1 vector of explanatory variables associated with the response

Yij and

βj are regression coefficients to be estimated.

2. logψijk = (zijk)
Tα where

zijk is a q × 1 vector of covariates which specifies the association between

Yij and Yik,

α is a q × 1 vector of association parameters to be estimated using odds

ratio

(Carey et al., 1993).

3.5.10 Quasi-Likelihood Estimation

The GLM method assumes a distributional form (such as Binomial, Poisson,

Normal etc) for the dependent variable Yi in order to derive a likelihood function

based on the statistical assumption of independence of observations. For a cor-

related data such as respondents in the same household as found in the Ghana

DHS 2008 data, the maximum likelihood estimation which assumes independence

of observations to estimate parameters becomes impracticable. The quasi likeli-

hood estimation was therefore developed to be used in such situations. It specifies

only the relationship between the mean E(Yi) and the variance V ar(Yi) of the

observations (Fan et al., 2009).
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For a given dependent variable Yi with mean E(Yi) = µi and covariance

matrix v(µi), then for each observation the quasi-likelihood function is defined

as;

∂l(Yi;µi)

∂µi
=
Yi − µi
v(µi)

∂l(Yi;µi)

∂µi
= v(µi)

−1(Yi − µi)

[Wedderburn (1974), McCullagh (1983)].

3.5.11 The Standard GEE Theory

The GEE method uses the quasi-likelihood function for estimating regression co-

efficients β in situations when the association (odds ratio) parameter α is treated

as a nuisance factor. The joint distribution of the response vector does not need

to be specified as that could be unnecessarily cumbersome; instead the marginal

distribution could be used where only the relationship between the mean and the

variance of the dependent variable needs to be specified. Respondents within the

same household may be correlated to each other but the households are assumed

to be independent across the clusters they belong to as found in the Ghana DHS

2008 data. To establish the notation, consider a binary data obtained in m clus-

ters of n sizes for clusters i = 1, 2, · · ·m and let Yi = (Yi1, · · · , Yin)T be n × 1

response vector.

The score equation to be solved for the maximum likelihood estimates of

the exponential family as stated earlier in equation (3.4) is given by;

S(β) =
m∑
i=1

(
∂µi
∂β

)T
(vi)

−1(yi − µi) = 0 (3.14)

where

vi = (Ai)
1/2In(Ai)

1/2

Ai = Ai(β) is a diagonal matrix with marginal variances along the main diagonal

In is an identity matrix.
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An extension of the above equation to account for the correlation struc-

ture obtained by replacing the identity matrix In with a correlation matrix

Ri = Ri(α) for the m number of clusters is given as;

S(β, α) =
m∑
i=1

(
∂µi
∂β

)T [
(Ai)

1/2Ri(α)(Ai)
1/2
]−1

(yi − µi) = 0 (3.15)

The GEE estimate of β is obtained by solving the above estimating equation

iteratively.

(Liang and Zeger, 1986), showed by method of moments that when the

marginal mean µi has been correctly specified as h(µi = Xiβ) with mild regularity

conditions and the association (odds ratio) parameter α is treated as a nuisance,

the estimator β̂ obtained is consistent and asymptotically normal with mean β

and covariance V ar(β̂) = I−1o I1I
−1
o where

Io =
m∑
i=1

(
∂µi
∂β

)T
V −1i

∂µi
∂β

and

I1 =
m∑
i=1

(
∂µi
∂β

)T
V −1i V ar(Yi)V

−1
i

∂µi
∂β

In a case where the correlation matrix Ri = Ri(α) is correctly specified,

V ar(Yi) = Vi and I1 = Io which makes V ar(β̂) = I−1o . Hence, whether the

working correlation matrix is correctly specified or not the point estimates and

standard errors based on V ar(β̂) are generally correct.

When the association (odds ratio) parameter α is the scientific focus,

(Prentice, 1988) proposed the expansion of GEE1 to allow for the estimation of

both the regression parameter β and the association parameter α using two sets

of estimating equations. The method expands the estimating equations to model

the response variable Yi and nCr cross products of

Wi = (Yi1Yi2, Yi1Yi3, Yi1Yi4, · · · , Yi1Yin, · · · , Yi,n−1Yin)T
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in order to augment the efficiency of the standard GEE method. The resulting

estimating equation will have the form;

S(β, α) =
m∑
i=1

[
∂(µi, Vi)

T

∂(µi, α)T

]T
Cov−1(Yi,Wi)(yi − µi, wi − vi)T = 0 (3.16)

where vi = E(Wi)

(Liang et al., 1992) showed that, (β̂, α̂) the solution of S(β, α) = 0 is

highly efficient for both β and α. The problem it faces is that, for a cluster of

size n, the matrix B = cov(Y,W ) has dimensions (n+ nC2)× (n+ nC2) before it

is inverted. For an illustration, if

n = 2, B is 3× 3

n = 3, B is 6× 6

n = 5, B is 15× 15

n = 10, B is 55× 55

n = 60, B is 1830× 1830

It is therefore very clear that, the solution of S(β, α) = 0 above is com-

putationally difficult for cases of larger cluster sizes as can be found in real life

situations. The GEE2 is therefore impractical for real life applications where the

size of cluster could be very large in situations where the association parameter

α is of interest (Carey et al., 1993).

3.5.12 Working Correlation Matrix

The GEE approach yields a consistent estimator for the regression coefficients β

even when the working correlation matrix is wrongly specified (Liang and Zeger,

1986). Let Ri(α) be a symmetric n × n correlation matrix for the clustered

measurements from respondents Yi = (Yi1, Yi2, Y13, · · · , Yin)T from the Ghana

DHS 2008 data. One advantage of the GEE method is the wide range of options

that are available for specifying the structure of the within-cluster correlation

(Zorn, 2001) for respondents in the same household. The common specifications
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of the working correlation matrix for these respondents in the same household of

the Ghana DHS 2008 data would include; the independent, exchangeable and the

unstructured working assumptions.

Independent Working Assumption

The independent working assumption assumes that, there is no correlation be-

tween the respondents within the same household. The non-existence of the

within-cluster correlation reduces the working correlation to an identity matrix

(Ri(α) = I) with 1 as diagonal entries and 0 elsewhere. No estimate of α is

obtained since the intra-cluster correlation is assumed to be zero.

Corr(Yij, Yik) =

 1 j = k

0 j 6= k

Rind =



1 0 0 · · · 0

0 1 0 · · · 0

0 0 1 · · · 0

...
...

...
. . .

...

0 0 0 · · · 1



Exchangeable Working Assumption

The exchangeable working assumption assumes that, there is a constant correla-

tion between the respondents within the same household. The values of Yi are

assumed to vary equally across all respondents within the same household where

α is a scalar which is estimated by the model. The working correlation matrix

reduces to a form with 1 as diagonal entries and α elsewhere.

Corr(Yij, Yik) =

 1 j = k

α j 6= k
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Rexc =



1 α α · · · α

α 1 α · · · α

α α 1 · · · α

...
...

...
. . .

...

α α α · · · 1



Unstructured Working Assumption

The unstructured working assumption also known as the pairwise working as-

sumption assumes that, there are different correlations between any two respon-

dents within the same household. No constraints are placed on the correlations

and every element of the correlation matrix is estimated separately [(Zorn, 2001),

(Isaac, 2011)]. This type of correlation structure has no explicit form, only that

every correlation coefficient is allowed to be different (Jang, 2011).

Corr(Yij, Yik) =

 1 j = k

ρik j 6= k

Runs =



1 ρ12 ρ13 · · · ρ1k

ρ21 1 ρ23 · · · ρ2k

ρ31 ρ32 1 · · · ρ3k
...

...
...

. . .
...

ρk1 ρk2 ρk3 · · · 1



3.5.13 Inference

The standard errors associated with the regression estimates are needed to make

inferences such as hypothesis testing and confidence intervals. These standard

errors are given as the square root of the diagonal entries of the variance matrix

V ar(β̂). The GEE approach provides two versions of the variance estimator

(Ghisletta and Spini, 2004) which are the naive or model-based estimator and
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the robust or empirical or sandwich estimator.

Model-Based Estimator

It is also known as the naive estimator. The model-based estimator requires

the correct specification of the working correlation matrix. As stated earlier,

V ar(β̂) = I−1o I1I
−1
o where

Io =
m∑
i=1

(
∂µi
∂β

)T
V −1i

∂µi
∂β

and

I1 =
m∑
i=1

(
∂µi
∂β

)T
V −1i V ar(Yi)V

−1
i

∂µi
∂β

If the working correlation matrix Ri = Ri(α) is correctly specified, V ar(Yi) = Vi

implying that I1 = Io hence,

V ar(β̂) = I−1o =

[
m∑
i=1

(
∂µi
∂β

)TV −1i

∂µi
∂β

]−1
This is the GEE equivalent of the inverse of the Fisher information matrix which

is used in GLMs (Stokes et al., 2000).

Empirical Estimator

It is also known as the robust or the sandwich estimator. This type of estimator is

robust to wrongly specifying the working correlation matrix. It has the property

of being a consistent estimator of the variance matrix V ar(β̂) even if the working

correlation matrix is not specified correctly. For a misspecification of the working

correlation matrix Ri = Ri(α), V ar(Yi) = (yi − µi)(yi − µi)T and
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V ar(β̂) = I−1o I1I
−1
o . Therefore;

V ar(β̂) =

[
m∑
i=1

(
∂µi
∂β

)TV −1i

∂µi
∂β

]−1
×

[
m∑
i=1

(
∂µi
∂β

)TV −1i (yi − µi)(yi − µi)TV −1i

∂µi
∂β

]

×

[
m∑
i=1

(
∂µi
∂β

)TV −1i

∂µi
∂β

]−1

More generally, the empirical estimator provides a consistent estimator

of the variance matrix V ar(β̂) even if the working correlation matrix Ri(α) is not

the true correlation of yi.

3.5.14 The Alternating Logistic Regression

The alternating logistic regression (ALR) method combines GEE1 for the regres-

sion parameters β with a modified logistic regression for estimating the associa-

tion parameter α. In the standard GEE, the association parameter is a nuisance

parameter which is not the case in the ALR where the marginal models are fit-

ted based on the odds ratio such that inferences can be made not only about

marginal regression parameters but on the pairwise association of the responses

as well (Molenberghs and Verbeke, 2005). The ALR method proposed by Carey

et al. (1993) used another approach to estimate the regression coefficients β and

the association parameter α which can be efficient for both sets of parameters and

avoids the computational problems of the standard GEE methods. The method

iterates between a logistic regression using GEE1 to estimate regression parame-

ters β and a logistic regression of each response on others from the same cluster

(household) using an appropriate offset to update the odds ratio parameters α.

For a response variable Yij denoting the probability of a child dying before

the fifth birthday for jth respondent from the ith household, let Xij be a known

set of covariates with µij = P (Yij = 1) for µij = E(Yij);

logitP (Yij = 1) = XT
ijβ (3.17)
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The logit model above shows that, the effects of the covariates Xij on the response

Yij are averaged over all the households. The marginal model therefore resembles

a multiple logistic regression except that the parameter estimate β as well as the

estimated standard errors of the parameters are corrected for by clustering for

respondents in the same household as found in the Ghana DHS 2008 data.

Let ψijk be the log odds ratio between the responses Yij and Yik for jth

and kth respondents from the same ith household. In addition, let vijk = P (Yij =

1, Yik = 1) for vijk = E(YijYik). Rather than specifying the marginal description

of the association, a logistic model for a response Yij conditional upon another

response Yik is presented as;

logitP (Yij = 1 | Yik = yik) = ψijkyik + log

(
µij − vijk

1− µij − µik + vijk

)
(3.18)

Assuming ψijk = α, the pairwise log odds ratio α is the regression coefficient in

the logistic regression of Yij given Yik. Instead of an intercept as found in the

ordinary logistic regression model, there is an offset log
(

µij−vijk
1−µij−µik+vijk

)
which is

a constant term free of the unknown parameters β and α.

To be specific, the ALR method iterates between solving the two logistic

models for regression parameters β and association parameters α using the GEE

approach. The iteration requires solving these two estimating equations which

depend on β and α simultaneously.

S(β) =
m∑
i=1

(
∂µi
∂β

)T
(vi)

−1(Yi − µi) = 0 (3.19)

S(α) =
m∑
i=1

(
∂γi
∂α

)T
(Wi)

−1(Yijk − γijk) = 0 (3.20)

where

γi is a vector of elements γijk = P (Yij = 1 | Yik = yik) and

Wi is a diagonal matrix with elements γijk(1− γijk).

44



To conclude, the alternating logistic regression algorithm alternates be-

tween these two steps;

• for a given association parameter α which is treated as a nuisance, estimate

the regression coefficient β as a parameter in a marginal logistic regression

using GEE1

• for a given regression coefficient β, estimate the association parameter α

using a logistic regression of Yij on each Yik(k > j) with an offset that

involves µij = E(Yij) and vijk = E(YijYik).

[(Molenberghs and Verbeke, 2005), (Carey et al., 1993)]
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Chapter 4

Data Analysis and Results

4.1 Introduction

This chapter looks at the selection and exploratory analysis of study variables,

the ordinary logistic regression analysis and the alternating logistic regression

analysis of under-five mortality in the Ghana DHS 2008 data. The sample for

this thesis was taken from the Women’s Questionnaire of the Ghana DHS 2008

data. During the data collection process, questions on whether the respondents

(women) have ever given birth were asked and a follow up question on ”whether

the child was alive” was also asked in order to identify the adequate number of

under-five deaths. Information on the ever born women and their last five births

were extracted as the sample for the analysis.

4.2 Exploratory Analysis of Study Variables

The data was explored using contingency tables to find the frequencies and per-

centages of the dependent variable as well as to investigate the association be-

tween under-five mortality and the selected independent variables. Summary

statistics for the continuous independent variables were obtained, for example;

the mean, the standard deviation, the minimum and the maximum observations

of these variables. The association between the response variable and the nomi-

nal categorical variables were determined using the likelihood ratio test statistic

and the Cochran-Mantel-Haenszel test was performed to test for the linear trend

between the response variable and the ordinal categorical variables. All the in-

dependent variables that were not significant at 25% level of significance were

dropped for the next stage of the analysis (Hosmer and Lemeshow, 2000).
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The dependent variable is under-five mortality (0, indicator for child

alive and 1, indicator for at least a child died) in the sample. It was formed from

respondents who have experienced at least one under-five mortality in their last

five births as found in the Ghana DHS 2008 data. Respondents who have never

given birth as well as those whose children are over five years as at the time of

the survey were dropped to yield a final sample of 2,170 respondents out of the

4,916 respondents found in the Women’s Questionnaire of the Ghana DHS 2008

data. All respondents who have experienced at least one under-five mortality

from their last five births were coded as 1 (for child died) and those who have

not experienced under-five mortality in the last five births were assigned 0 (for

child alive).

Table 4.1: Under-five mortality

Child Alive Frequency( %)
n(%)

Yes (0 for child alive) 1841 (84.84)
No (1 for child died) 329 (15.16)
Total 2170 (100)

From table 4.1, the observed data contains 2,170 respondents which is

made up of 329 (15%) respondents who have experienced at least one under-five

mortality from their last five births and 1,841 (85%) respondents who have never

experienced under-five mortality from their last five births.

The independent variables were selected based on their statistical signif-

icance on under-five mortality as well as evidence from literature. The indepen-

dent variables which were selected and used for the analysis are; age of respondent

(AgeofResp), region of residence of respondent (RegofResid), type of residence of

respondent (TypeofResid), highest educational level of respondent (EduLevel),

religion, ethnicity, total number of household members (HHSize), literacy level

of respondent (Lit), total number of children ever born (ChildEverBorn), BMI

of respondent, marital status of respondent (MStatus), respondents occupation

(RespOccu) and wealth index (WIndex).
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The frequencies and percentages of the selected independent variables

with their corresponding under-five mortality estimates are shown in table 4.2,

table 4.3 and table 4.4.

Table 4.2: Frequencies and percentages of the independent variables

Variable n(%) mortality( %)
RegofResid
ashanti 320(14.75) 45(13.68)
brong ahafo 205(9.45) 24(7.29)
central 161(7.42) 27(8.21)
eastern 189(8.71) 23(6.99)
greater accra 210(9.68) 27(8.21)
northern 310(14.29) 66(20.06)
upper east 182(8.39) 25(7.60)
upper west 209(9.63) 42(12.77)
volta 186(8.57) 21(6.38)
western 198(9.12) 29(8.81)

TypeofResid
rural 1397(64.38) 211(64.13)
urban 773(35.62) 118(35.87)

EduLevel
no education 788(36.31) 148(44.98)
primary 513(23.64) 77(23.40)
secondary 821(37.83) 100(30.40)
higher 48(2.21) 4(1.22)

Religion
anglican 11(0.51) 2(0.61)
catholic 313(14.42) 48(14.59)
methodist 114(5.25) 17(5.17)
moslem 423(19.49) 78(23.71)
no religion 102(4.70) 18(5.47)
other 4(0.18) 1(0.3)
other Christian 210(9.68) 34(10.33)
pentecostal/charismatic 693(31.94) 87(26.44)
presbyterian 129(5.94) 9(2.74)
traditional/spiritualist 171(7.88) 35(10.64)
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Table 4.3: Frequencies and percentages of the independent variables cont’d

Variable n(%) mortality( %)
Ethnicity
akan 854(39.35) 120(36.47)
ewe 274(12.63) 24(7.29)
ga/dangme 100(4.61) 13(3.95)
gruma 123(5.67) 29(8.81)
grussi 116(5.35) 18(5.47)
guan 57(2.63) 9(2.74)
mande 17(0.78) 7(2.13)
mole-dagbani 553(25.48) 95(28.88)
other 76(3.50) 14(4.26)

Lit
blind 3(0.14) 1(0.30)
illiterate 1514(69.77) 252(76.60)
literate 653(30.09) 76(23.10)

MStatus
divorced 104(4.79) 15(4.56)
living together 406(18.71) 60(18.24)
married 1327(61.15) 216(65.65)
never married 139(6.41) 14(4.26)
not living together 131(6.04) 15(4.56)
widowed 63(2.90) 9(2.74)

WIndex
poorest 219(10.09) 38(11.55)
poorer 471(21.71) 69(20.97)
middle 488(22.49) 86(26.14)
richer 535(24.65 74(22.49)
richest 457(21.06) 62(18.84)
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Table 4.4: Frequencies and percentages of the independent variables cont’d

Variable n(%) mortality( %)
AgeofResp
< 20 105(4.84) 5(1.52)
20-29 972(44.80) 127(38.60)
30-39 809(37.28) 136(41.34)
40-49 284(13.08) 61(18.54)

HHSize
1-5 1185(54.61) 178(54.10)
6-10 851(39.22) 130(39.51)
> 10 134(6.17) 21(6.38)

ChildEverBorn
1-5 1821(83.92) 267(81.16)
6-10 337(15.53) 56(17.02)
> 10 12(0.55) 6(1.82)

BMI
< 20.00 285(13.32) 52(15.95)
20.00-29.99 1550(72.43) 234(71.78)
30-39.99 274(12.80) 39(11.96)
≥40 31(1.45) 1(0.31)

There are four (4) continuous independent variables among the selected

variables in the observed data. Each variable had a total number of 2,170 respon-

dents except BMI which had 2,140 respondents due to missing values.

Table 4.5: Summary statistics for continuous independent variables

Variable n Mean Std Dev Min Max
AgeofResp(years) 2170 30.29 7.35 15 49
HHSize 2170 5.72 2.77 1 22
ChildEverBorn 2170 3.40 2.15 1 13
BMI 2140 24.93 5.15 14.81 56.94

From table 4.5, the observed data consists of women from the ages of 15

years to 49 years with a mean age of 30 years and a standard deviation of about

7 years. The maximum number of persons in a household is 22 while there is a

minimum number of 1 person in a household with an average membership of about

6 and a standard deviation of 3 members. In addition to these, the minimum and
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the maximum total number of children ever born by a respondent in the sample

are 1 and 13 under-fives respectively. The average BMI for respondents in the

observed data is 25 kg/m2 with a minimum and maximum values of 15 kg/m2

and 57 kg/m2 respectively.

A pairwise correlation test was done to test for the correlation among the

continuous independent variables shown in table 4.6 below. Among the pairwise

correlations, only AgeofResp and HHSize showed a weak significant correlation

of 0.2277(p− value < 0.0001).

Table 4.6: Pearson Correlation Coefficient (p-value) for continuous independent
variables

AgeofResp HHSize ChildEverBorn BMI
AgeofResp 1 0.2277(< 0.0001) 0.0277(0.1964) -0.0214(0.3227)
HHSize 1 0.0206(0.3368) -0.0155(0.4740)
ChildEverBorn 1 0.0046(0.8327)
BMI 1

From table 4.7 below, he observed data contains nominal and ordinal

categorical variables which were investigated by testing their association with

the response variable using the p-values of their respective likelihood ratio and

Cochran-Mantel-Haenszel tests at 25% level of significance.

Table 4.7: Likelihood Ratio test and Cochran-Mantel-Haenszel (CMH) test for
categorical variables

Variables Likelihood Ratio Test CMH Test

Nominal Variables
RegofResid 0.0212∗ 0.0075
TypeofResid 0.9201 0.9200
Religion 0.0195∗ 0.1275
Ethnicity 0.0010∗ 0.1597
Lit 0.0071∗ 0.0030
MStatus 0.3050 0.1470
RespOccu 0.7007 0.3195

Ordinal Variables
WIndex 0.3114 0.3679
EduLevel 0.0014 0.2181∗
∗ shows a significant p-value at 25% level of significance
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As shown in table 4.7, the variables that showed non significance at 25%

level of significance (Hosmer and Lemeshow, 2000) were dropped while the rest

(RegofResid, Religion, Ethnicity, Lit, EduLevel) were included for the model

building procedure.

From table 4.8, the observed data contains respondents that were found in

the same household. The maximum number of respondents in the same household

is 3 and the minimum number is 1 respondent in the same household. Majority

of the households contained only one (1) respondent, followed by those with two

(2) respondents and few households contained three (3) respondents.

Table 4.8: Household Cluster levels

Household Cluster No. of Households No. of Respondents
n(%)

1 1938 1938(89.30)
2 95 190(8.76)
3 14 42(1.94)

Total 2047 2170(100)

It is evident from the observed data that the number of households with

3 respondents are 14 representing about 42(2%), the number of households with

2 respondents are 95 representing about 190(9%) and the number of households

with only 1 respondent are 1,938 representing 89% of the total respondents in

sample.

4.3 Model Building Procedure

The model building procedure started from the model which includes all the inde-

pendent variables which were found in literature or thought to be statistically im-

portant. The categorical variables which were seen to be most non-significant at

25% level of significance (Hosmer and Lemeshow, 2000) considering the p-values

of their likelihood ratios and Cochran-Mantel-Haenszel tests were dropped. Cor-

relation test was run to check for the pairwise correlation between the continuous

independent variables.

52



The set of variables that were selected for the model building process

after the univariate analysis were AgeofResp, HHSize, ChildEverBorn, BMI, Re-

gofResid, Religion, Ethnicity, Lit and EduLevel. These variables were modeled

using the SAS stepwise selection criteria until a final model which includes all the

variables that are significant at 5%(0.05) level of significance.

The stepwise selection procedure is one of the automatic selection proce-

dures in SAS. It was used to assess and drop insignificant variables for the final

model. This type of selection procedure combines elements in the forward and

backward selection procedures by allowing variables to be added or removed upon

successive revisions of their p-values. The significance level for entry and exit of

variables was specified as 5%(0.05).

Table 4.9: Stepwise selection procedure

Step 1 Step 2 Step 3 Step 4
Effect P-value P-value P-value P-value
AgeofResp < 0.0001 ∗∗
RegofResid 0.0166∗ 0.0305∗ 0.4401 0.1647
EduLevel 0.0015∗ 0.0253∗ 0.2954 0.1588
Religion 0.0277∗ 0.1005 0.6767 0.5144
Ethnicity 0.0005∗ 0.0006∗∗
HHSize 0.2274 0.0120∗ 0.0010∗∗
Lit 0.0080∗ 0.0490∗ 0.2888 0.1625
ChildEverborn 0.0240∗ 0.0338∗ 0.0537 0.0502
BMI 0.2786 0.3281 0.5779 0.5938

∗ shows a significant p-value at 5% level of significance
∗∗ variable is selected for the model

From table 4.9, at the end of the first stage of the selection, seven (7)

variables (AgeofResp, RegofResid, EduLevel, Religion, Ethnicity, Lit and ChildE-

verborn) were significant at 5% level of significance. Out of the seven variables,

AgeofResp had the minimum p-value and was subsequently included in the model.

In the second stage, six variables (RegofResid, EduLevel, Ethnicity, HHSize, Lit

and ChildEverborn) were significant at 5%. Ethnicity had the minimum p-value

and was included in the model. In the next stage of the selection procedure, only

HHSize was significant and in the final step, none of the remaining variables was
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significant at 5%. At the end of the selection process, three variables (AgeofResp,

HHSize and Ethnicity) were significant at 5% level of significance.

4.3.1 Logistic Regression Model

For the outcome under-five mortality (UFMort), let Yi be the binary outcome

(child died/alive) for respondent i and πi be the probability of a child dying

before the age of five years old. For Yi ∼ Binomial(πi)

logit(πi) = βo+β1(AgeofResp)i+β2(HHsize)i+β3(akan)i+β4(ewe)i+β5(ga/dagme)i

+ β6(gruma)i + β7(grussi)i + β8(guan)i + β9(mande)i + β10(mole/dagbani)i

Table 4.10: PROC LOGISTIC Parameter estimates (standard errors) and p-
values of significant variables

Effect Parameter Estimate(Std Error) P-value
Intercept βo -2.574(0.282) < 0.0001∗
AgeofResp β1 0.049(0.009) < 0.0001∗
HHSize β2 -0.084(0.025) 0.0010∗
Ethnicity akan β3 -0.332(0.132) 0.0116∗
Ethnicity ewe β4 -0.833(0.213) < 0.0001∗
Ethnicity ga/dangme β5 -0.341(0.281) 0.2254
Ethnicity gruma β6 0.477(0.215) 0.0261∗
Ethnicity grussi β7 -0.077(0.248) 0.7565
Ethnicity guan β8 -0.150(0.338) 0.6575
Ethnicity mande β9 1.190(0.451) 0.0084∗
Ethnicity mole-dagbani β10 -0.033(0.140) 0.8147

∗ shows a significant p-value at 5% level of significance

From the estimated model in table 4.10 above, the logit of a child dying

before five years is negatively related to the number of people in the household

(HHSize), akan, ewe, ga/dangme, grussi, guan and mole-dagbani ethnic groups.

This means that, the larger the household size the less likely it is for a child

before five years to die from that household. Also, respondents from the akan,

ewe, ga/dangme, grussi, guan and mole-dagbani ethnic groups have a lesser risk

of losing their under-five children. On the other hand, the logit of a child dying

before five years is positively related to age of respondent (AgeofResp), gruma
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and mande ethnic groups. This means that, the higher the age of respondent

the more likely it was for a child before five years to die from that household.

Also, respondents from the gruma and mande ethnic groups have a greater risk

of losing their under-five children.

logit(πi) = −2.574+0.049(AgeofResp)i−0.084(HHsize)i−0.332(akan)i−0.833(ewe)i

−0.341(gadangme)i+0.477(gruma)i−0.077(grussi)i−0.150(guan)i+1.190(mande)i

− 0.033(mole/dagbani)i

Odds Ratio Analysis

Table 4.11: Parameters, Odds Ratio (OR) and 95% Confidence Intervals (CI) of
significant variables

Effect Parameter OR(95% CI)
Intercept βo
AgeofResp β1 1.050(1.033; 1.068)
HHSize β2 0.920(0.875; 0.967)
Ethnicity akan vs other β3 0.651(0.351; 1,207)
Ethnicity ewe vs other β4 0.394(0.192; 0.812)
Ethnicity ga/dangme vs other β5 0.645(0.281; 1.477)
Ethnicity gruma vs other β6 1.461(0.709; 3.011)
Ethnicity grussi vs other β7 0.840(0.387; 1.821)
Ethnicity guan vs other β8 0.781(0.309; 1.973)
Ethnicity mande vs other β9 2.979(0.952; 9.323)
Ethnicity mole-dagbani vs other β10 0.877(0.469; 1.643)

The odds ratio of the age of respondent is 1.050 which means that, the

multiplicative effect of a year increase in the age of a mother on the odds of

losing a child below the fifth birthday is 1.050 when all other covariates as are

held constant. The risk of under-five mortality is higher with a year increase in

the age of a respondent because the odds ratio is greater than 1 (1.050 > 1). Also,

the odds ratio of the household size is 0.920 which means that, the multiplicative

effect of a unit increase in the number of people in the household on the odds of

losing a child below the fifth birthday is 0.920 when all other covariates are held
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constant. This means that, the risk of under-five mortality is less with a unit

increase in the household size since the odds ratio is less than 1 (0.920 < 1).

Respondents who belong to the gruma and mande ethnic groups were

respectively 1.461 and 2.979 more likely to lose a child before the fifth birthday

than the reference ethnic group (other). The risk of under-five mortality is higher

in these ethnic groups as compared to the reference ethnic group (other)because

they recorded odds ratios greater than 1 (1.462 > 1 and 2.979 > 1). On the

other hand, respondents who were akan, ewe, ga/dangme, grussi, guan and mole-

dagbani were respectively 0.651, 0.394, 0.645, 0.840, 0.781 and 0.877 less likely to

lose an under-five child than respondents in the reference ethnic group (other).

In these ethnic groups, the risk of under-five mortality is less since they recorded

odds ratio less than 1 (0.651 < 1, 0.394 < 1, 0.645 < 1, 0.840 < 1, 0.781 < 1 and

0.877 < 1).

4.3.2 Model Diagnostics

Goodness-of-fit Test

Hosmer and Lemeshow test statistic showed a p-value of 0.8017 which was in-

significant at 5% level of significance which suggests that the model was a good

fit to the data. Hence, the fitted logistic model is appropriate for predicting

under-five mortality in the Ghana DHS 2008 data. The Pearson Chi-Square test

showed a p-value of 0.3053 confirming a good fit of the data.

Overall Model Evaluation

A comparison between the null model (intercept-only model), the reduced model

showed an improvement in the AIC and the SC. The AIC reduced from approxi-

mately 1849 to 1806 for the null model and the reduced model respectively while

the SC increased from approximately 1854 to 1868 for the null model and the

reduced model respectively. There is therefore an indication that, the model fits

well for the data.
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4.4 Generalized Estimating Equation Analysis

Table 4.12: PROC GENMOD Parameter estimates (Standard errors) for the
GEE exchangeable working assumption

Effect Parameter Empirical Model-Based
Intercept βo -2.477(0.398) -2.477(0.396)
AgeofResp β1 0.049(0.009) 0.049(0.009)
HHSize β2 -0.084(0.026) -0.084(0.026)
Ethnicity akan β3 -0.429(0.311) -0.429(0.316)
Ethnicity ewe β4 -0.928(0.364) -0.928(0.369)
Ethnicity ga/dangme β5 -0.441(0.423) -0.441(0.424)
Ethnicity gruma β6 0.382(0.365) 0.382(0.369)
Ethnicity grussi β7 -0.173(0.389) -0.173(0.396)
Ethnicity guan β8 -0.245(0.483) -0.245(0.474)
Ethnicity mande β9 1.093(0.585) 1.093(0.582)
Ethnicity mole-dagbani β10 -0.129(0.317) -0.129(0.320)
Ethnicity other 0.000(0.000) 0.000(0.000)

From table 4.12, the standard errors for the model-based and the empiri-

cal estimators show a slight difference, they are however approximately the same

across the significant variables. This confirms that, the GEE produces consistent

standard errors of the parameter estimates even when the working correlation

structure is specified correctly (in the case of the model-based estimator) or spec-

ified wrongly (in the case of the empirical estimator).

Theoretically, the specification of the correlation structure does not af-

fect the parameter estimates (Ghisletta and Spini, 2004). In research situations,

empirical factors such as the nature of dependence, the number of clusters, the

nature of missing values among others may have some influence on the correlation

assumption. Hence, the slight differences in the parameter estimates and their

respective standard errors of some of the variables.
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4.5 Alternating Logistic Regression Analysis

Table 4.13: PROC GENMOD Parameter estimates (Standard errors) for the
ALR exchangeable working assumption

Effect Parameter Empirical Model-Based
Intercept βo -2.477(0.398) -2.477(0.396)
AgeofResp β1 0.049(0.009) 0.049(0.009)
HHSize β2 -0.084(0.026) -0.084(0.026)
Ethnicity akan β3 -0.429(0.311) -0.429(0.316)
Ethnicity ewe β4 -0.928(0.364) -0.928(0.369)
Ethnicity ga/dangme β5 -0.440(0.423) -0.440(0.424)
Ethnicity gruma β6 0.383(0.365) 0.383(0.370)
Ethnicity grussi β7 -0.173(0.389) -0.173(0.396)
Ethnicity guan β8 -0.244(0.483) -0.244(0.474)
Ethnicity mande β9 1.094(0.585) 1.094(0.583)
Ethnicity mole-dagbani β10 -0.129(0.317) -0.129(0.321)
Ethnicity other 0.000(0.000) 0.000(0.000)
Association Parameter α 0.212(0.745)0.776

The measure of association is of interest for the alternating logistic re-

gression analysis. Table 4.13 shows that, the association parameter (log odds

ratio) was 0.212 with a p-value of 0.776. There is the indication that, the asso-

ciation within the households is not significant at 5% level of significance, hence

household effect is not a contributing risk factor for under-five mortality in the

sample. This means that, under-five mortality is not significantly influenced by

respondents found in the same household in the Ghana DHS 2008 data.

4.6 Comparison of the study methods

The parameter estimates and standard errors for the factors affecting under-five

mortality in the GEE and ALR are closely similar while they are slightly different

from that of the logistic regression. This is as a result of the fact that, both the

GEE and ALR methods involve computations that alternate between estimating

the regression parameters and the intra-cluster association. Both methods rely on

the empirical standard error estimation to account for the intra-cluster association
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Table 4.14: PROC GENMOD Parameter estimates (Standard errors) obtained
using initial Logistic Regression, Generalized Estimating Equations (GEE), and
Alternating Logistic Regression (ALR)

Without Clustering Clustering
Effect logistic GEE ALR
Intercept -2.476(0.395) -2.477(0.398) -2.477(0.396)
AgeofResp 0.049(0.009) 0.049(0.009) 0.049(0.009)
HHSize -0.084(0.025) -0.084(0.026) -0.084(0.026)
Ethnicity akan -0.430(0.315) -0.429(0.311) -0.429(0.311)
Ethnicity ewe -0.931(0.368) -0.928(0.364) -0.928(0.364)
Ethnicity ga/dangme -0.439(0.423) -0.441(0.423) -0.440(0.423)
Ethnicity gruma 0.379(0.369) 0.382(0.365) 0.383(0.365)
Ethnicity grussi -0.175(0.395) -0.173(0.389) -0.173(0.389)
Ethnicity guan -0.248(0.473) -0.245(0.483) -0.244(0.483)
Ethnicity mande 1.092(0.582) 1.093(0.585) 1.094(0.585)
Ethnicity mole-dagbani -0.129(0.317) -0.129(0.317) -0.129(0.321)
Ethnicity other 0.000(0.000) 0.000(0.000) 0.000(0.000)
Association Parameter 0.212(0.745)

to give results for risk factor model even when there is a misspecification of the

association model. The ALR provides estimates of the pairwise odds ratio for

interpreting the magnitude of intra-cluster association.

4.7 Discussion

Out of the thirteen (13) independent variables that were selected for the analysis,

three (3) were significant as the risk factors that affect under-five mortality in

the Ghana DHS 2008 data. Two of the significant risk factors are continuous

(AgeofResp and HHSize) and one was categorical (Ethnicity). The age of re-

spondent (AgeofResp) was positively related to the risk of under-five mortality

which means that the higher the age of the respondent, the more likely it was

for her to lose a child who is under-five and vice versa. The number of people in

the household (HHSize) was negatively related to the risk of under-five mortality

which means that the higher the number of people in the household, the less likely

it was for an under-five child to die from that household. The only categorical

variable that was significant was ethnicity which contains these categories; akan,
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ewe, ga/dangme, gruma, grussi, guan, mande, mole-dagbani and other. Four of

the ethnic groups namely (akan, ewe, gruma and mande) were significant whiles

the others were not.

Considering the respondents in the same household, the GEE and ALR

were fitted. From the GEE, whether the working correlation working assump-

tion is correctly specified or not, parameter estimates were consistent and their

respective standard errors were efficient using the empirical estimator. Under the

exchangeable working assumption where a constant correlation was assumed for

respondents within the same household, some of the parameter estimates were

significant at 5% level of significance while others were not. Taking association

into account, the ALR was fitted where the association parameter was not sig-

nificant. This means that, household effect is not a significant contributor on

under-five mortality in the Ghana DHS 2008 data.
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Chapter 5

Conclusion and Recommendations

5.1 Introduction

This chapter outlines the conclusion of the study which highlights the major

findings and the recommendations based on the major findings. The study sought

to investigate the risk factors and their effects on under-five mortality in the

Ghana DHS 2008. The two main methods used in the study are the logistic

regression which is a type of the generalized linear models and the alternating

logistic regression which is a type of the generalized estimating equations. The

data was analyzed using the SAS version 9.1 for windows. The analysis of the

observed data started with the selection and exploration of the selected variables,

model building procedure and the estimation of the parameter coefficients of the

significant predictor variables as well as the association parameter.

5.2 Conclusion

Based on the summary of the results, it is concluded that; the significant risk

factors of under-five mortality in Ghana DHS 2008 data are the age of respondent,

the number of people in the household and ethnicity. The age of respondent was

positively related to the risk of under-five mortality. The multiplicative effect of

a year increase in the age of a respondent on the odds of losing a child before the

fifth birthday is 1.050. Furthermore, the number of people in the household was

negatively related to the risk of under-five mortality. The multiplicative effect of

a unit increase in the number of people in the household on the odds of losing a

child before the fifth birthday is 0.920.

Respondents from the Akan, the Ewe, the Gruma and the Mande ethnic
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groups were significant in terms of the effect of ethnicity on under-five mortality.

The risk of under-five mortality is higher in the Gruma and the Mande ethnic

groups as compared to the ”other” ethnic group. Respondents who belong to

the Gruma and the Mande ethnic groups were respectively 1.461 and 2.979 more

likely to lose an under-five child than the reference ethnic group (other). Also, the

risk of under-five mortality was lower in the Akan and the Ewe ethnic groups as

compared to the ”other” ethnic group. Respondents from the Akan and the Ewe

ethnic groups were respectively 0.651 and 0.394 less likely to lose an under-five

child than the reference ethnic group (other).

Furthermore, household effect is not a significant contributing risk factor

for under-five mortality in the Ghana DHS 2008 data. This means that, factors

that are similar in the same household have insignificant effect on under-five

mortality in those households.

5.3 Recommendations

In furtherance of the findings from the investigation, it is recommended that;

• Education and health intervention policies should be designed to reach the

various ethnic groups in Ghana

• very old women should be discourage from giving birth as they stand a

greater risk of losing their under-five children

• further research should be conducted in subsequent Ghana Demographic

and Health Surveys in order to monitor the causes and progress of under-

five mortality.
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Appendix A

SAS CODE

*library name GDHS in mythesis folder;

libname GDHS ’C:\mythesis’;

*import data;

*view imported data;

proc print data=GDHS.dhs; run;

*check content of data;

proc contents data=GDHS.dhs; run;

*frequency count for study variables;

proc freq data=GDHS.dhs; run;

*summary statistics for continous variables;

proc means data=GDHS.dhs;

var AgeofResp HHSize ChildEverBorn BMI; run;

*frequency count by under-five mortality;

proc sort data=GDHS.dhs; by UFMort; run;

proc freq data=GDHS.dhs; by UFMort; run;

*Chi Square test for catedorical variables 2 by 2;

proc freq data=GDHS.dhs order=data;

tables RegofResid*UFMort /chisq norow nocol;

tables TypeofResid*UFMort /chisq norow nocol;
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tables EduLevel*UFMort /chisq norow nocol;

tables Religion*UFMort /chisq norow nocol;

tables Ethnicity*UFMort /chisq norow nocol;

tables Lit*UFMort /chisq norow nocol;

tables MStatus*UFMort /chisq norow nocol;

tables RespOccu*UFMort /chisq norow nocol;

tables WIndex*UFMort /chisq norow nocol;

run;

* Stepwise model selection;

proc logistic data=GDHS.dhs;

class RegofResid EduLevel Religion Ethnicity Lit;

model UFMort=AgeofResp RegofResid EduLevel Religion Ethnicity HHSize Lit

ChildEverBorn BMI / selection=stepwise sle=0.05 sls=0.05 details;

run;

*proc LOGISTIC;

proc logistic data=GDHS.dhs descending;

class Ethnicity;

model UFMort=AgeofResp Ethnicity HHSize /scale=none aggregate lackfit;

run;

*proc GENMOD;

proc genmod data=GDHS.dhs descending;

class Ethnicity;

model UFMort=AgeofResp Ethnicity HHSize /dist=bin link=logit type3;

run;

*GEE;
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proc sort data=GDHS.dhs; by HHCluster; run;

proc genmod data=GDHS.dhs descending;

class Ethnicity HHCluster;

model UFMort=AgeofResp Ethnicity HHSize /dist=bin link=logit type3;

repeated subject=HHCluster / type=exch covb corrw modelse;

run;

*ALR;

proc sort data=GDHS.dhs; by HHCluster; run;

proc genmod data=GDHS.dhs descending;

class Ethnicity HHCluster;

model UFMort=AgeofResp Ethnicity HHSize /dist=bin link=logit type3;

repeated subject=HHCluster / logor=exch covb corrw modelse;

run;
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Appendix B

SELECTED SAS OUTPUT

The stepwise selection

Analysis of significant variables

The Deviance and Pearson Goodness-of-fit test statistic
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Test of global hypothesis

The Hosmer-Lemeshow test statistic

Model fit statistics
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