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ABSTRACT 
 

This thesis uses empirical data on customer credit information to model probability of loan 

default in Ghana.  We have constructed the logistic regression model using a dataset from an 

international bank in Ghana, Bank A. 9939 observations of customers were recorded of 

which 14% turned out to default their loan. The analyses are performed using logistic 

regression, with SPSS program.  Six variables were found to be highly significant in the 

model. These are Marital Status, Number of months the applicant has been in current 

employment, interest rate, tenure of loan, income level and loan amount. The model was used 

to predict successfully the probability of default of an applicant. Applicants who are not 

married are 1.24 times more likely to default than those who are married.  Lower income 

earners are more likely to default compared to higher income earners.  Those who have been 

in their current employment for longer period are more likely to repay their loans. A unit 

increase in the number of months in current employment reduces the probability of default by 

0.998. 
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CHAPTER ONE 
 

INTRODUCTION 
 

1.1.Background of Study 
 

A loan officer at a bank wants to be able to identify characteristics that are indicative of 

people who are likely to default on loans, and then use those characteristics to 

discriminate between good and bad credit risks. Lopez and Saidenberg (2000) define 

credit risk as the degree of value fluctuations in debt instruments and derivatives due to 

changes in the underlying credit quality of borrowers. Credit-scoring models examine the 

credit-worthiness of customers by assigning them to various risk groups. These models 

provide predictions of default probabilities by using statistical classification techniques, 

and they group them by risk classes. Among the several concepts that help analyze credit 

risk, Probability of Default is the most critical. 

 

The “building block” for quantifying credit risk is Expected Loss (EL); the loss can be 

expected from holding an asset. This is calculated as the product of three components: the 

probability of default (PD), the loss given default (LGD), and the exposure at default 

(EAD). 

 EL is defined as follows:  EL = PD*LGD*EAD  

 

The probability of default (PD) is defined as the frequency that a loan will default and is 

expressed in percentage terms. The loss given default (LGD) measures the cost to the 

financial institution when the loan defaults. It is expressed in percentage terms. The 



2 
 

exposure at default (EAD) is the amount of money outstanding when the default occurs. 

The ultimate goal is to provide a measure of the loss expected for booking a credit and 

the capital required to support it. Czuszak (2002) confirms the importance of the 

probability of default stating that credit risk measurement and management is found in 

the probability and financial consequences of obligator default.  

 

In recent years, financial institutions have devoted important resources to build statistical 

models to measure the potential losses in their loan portfolios. The New Basel Capital 

Accord allows banks to compute the minimum capital requirements using an internal 

ratings based (IRB) approach which is founded on the most sophisticated credit risk 

internal models. 

 

The Basel II accord directs international credit system to pay closer attention to 

measuring and managing credit risk (Hertig 2005). This is true, in particular, for those 

banks that adopt an Internal Rating Based Approach (IRB). This revision impacts 

extending credit facility of the mass market.  

 

Much of the academic research on credit risk is focused on the large corporate credit 

market where data were more easily available to researchers. Research on risk 

measurement and probability of default modeling for consumer credits has increased in 

recent years, but this area still remains relatively underdeveloped.  
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1.2. Problem Statement  
 

Consumer credit and default prediction have been studied relatively little - if at all - in 

Ghana despite it increases in popularity. Sudden change in income level, unemployment, 

increases in prices of goods and services and other unexpected occasions are some 

reasons to apply for a consumer loan to maintain the consumption at the same level. 

There has also been intense conversation about the nature and morality of consumer 

credit due to the high costs related to it. 

 

The need of consumer credit today is at its highest, but at the same time the default rate 

has risen and from the banks’ perspective the riskiness of these loans is usually higher 

than that of a regular bank loan. In this regards, applicants are scrutinized before the 

credit facility is granted them.  

 

Traditional methods of deciding whether to grant loan to an individual are based on 

human judgment and experience of previous decisions. These methods are not objective 

but very subjective. However, to consider every small loan as a separate loan is time 

consuming and expensive. Usually the lender doesn’t have information about the 

solvency or credit behaviour of a new potential customer and especially in consumer 

credit business customers are often persons who are applying for a loan for the first time. 

Thus, to determinate the customer’s expected probability of default the lender must 

estimate his ability to pay back from his current characteristics, as default can only be 

observed afterwards. Using a statistical approach in estimating the probability of default 

gives an objective and straight forward approach. 
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1.3.Objective 
 
 

The objectives of this study are to 

• Model loan default as a logistic regression 

• Predict the probability of default for a given customer.  

 

1.4. Methodology 

 

Binomial Logistic Regression will be used to model the loan default.  Secondary data on 

loans (both those who have defaulted and those in good standing) will be taken from an 

international bank in Ghana BANK A. 

 

 SPSS software version 16 will be used to analyze the data. The resources centres for the 

study are my personal laptop, the internet, the Accra Polytechnic library, University of 

Ghana library and Kwame Nkrumah University of Science and Technology Library 

 

1.5.Justification 

The study is significant in the following ways: 

It will help banks and financial institutions to have system that can effectively predict 

their PD in order to access the needed capital required to book credit.  

It will help credit professionals to make accurate, on-the-spot credit decisions within a 

limited time.  
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This will also serve as a tool necessary to assist the loan officer in making loan decisions, 

controlling and monitoring loan portfolio risk and isolating loans that need additional 

attention.  

The model will also assist in the risk evaluation and management process of customers 

and loan portfolios.  

By developing an accurate PD model, banks will be able to identify loans that have lower 

probability of default versus loans that have a higher probability of default. Thus, they 

will better rate the loans, price the loans, and may benefit from capital savings. 

It will help future researchers who want to research into consumer credit. 

 

1.6.Thesis Organisation 
 

The structure of this thesis is as follows.  

Chapter one gives a background introduction on credit risk management and 

measurement. Chapter two will review relevant literature on the subject matter. Chapter 

three explains the methodology employed to examine the factors influencing the default 

of a loan. The empirical analysis is captured in chapter four. Chapter five gives the 

conclusion and recommendations from the results. 
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CHAPTER TWO 

LITERATURE REVIEW 

 

2.1. Introduction. 

 

Consumer credit markets have been studied relatively little due to the confidential nature 

of the customer data and the difficulty of measuring the risk appropriately. Most of the 

studies conducted uses U.S data but the literature and research is evolving also in Asia.  

 

According to Straka (2000) default risk is extremely important due to the automation of 

decision-making process and the easiness of applying for the loan. A study of automated 

credit evaluations, development of CSMs has proven to reduce defaults. 

 

 

2.2. Review of works on Default in Loans 
 

Weizhuo Wang [2001] did a research on default of mortgage loans in China and observed 

that borrower’s demographic characteristics impact banks’ lending decision process. His 

results suggest the Loan amount and Interest rate range are positively correlated with the 

probability of loan default; which means an increase in the loan amount or interest rate 

level increases the probability of loan default. Seven variables were identified as having 

negative impact on the probability of loan default, these are  age group between 22 to 59 

years old, annual income greater than 36,000 RMB, good bank rate, Occupation such as 

general  manager (occupation type (1)), general staff (occupation type (2)), professional 
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employee (occupation type (3)), borrower resides within the same district with the bank. 

He affirmed that a good credit scoring model has the ability to detect bad loans and this 

could help the bank to reduce the loan losses from loan default. Consequently, it can 

improve the profitability and the financial stability of the bank. Therefore, the credit 

scoring model should be developed and used to support credit officers in monitoring the 

Chinese mortgage loan applications.  

 

In their study on Probability of Default in Agric loans, Amilie and Allen [2006] identified 

three major financial ratios that significantly influence the probability of default. These 

are leverage, profitability and liquidity. Length of loan also tested to be highly significant 

in the default prediction. They observed that differences exist between default models 

based on the type of farming activity. Thus, concluded it is preferential and more accurate 

to develop a model for each type of activity though this requires more data to estimate.  

 

Erdem [2008] studied factors affecting the probability of default in credit card in Turkey. 

Out of 474 credit card users studied, it was found that the number of children, level of 

education, subjective norm, perceived behavioural control and attitude toward the 

behaviour were found to be effective in the formation of the behavioural intention.  

 

Wilson et al. (2000) studied payment behaviour prediction of 7034 UK companies with 

logistic regression. They found that history of payment behaviour is more predictive than 

accounting data. Their evaluation was implemented with two aspects; that of predicting 

future payment behaviour and that of corporate failure prediction. 
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Agarwal et al (2009) assessed the role of individual social capital information 

characteristics on household default and bankruptcy outcomes. They used monthly panel 

data set of more than 170 000 credit cardholders for a period of over 24 months. With the 

observations of each borrower’s default and bankruptcy filing status they were able to 

find distress factors such as riskiness, spending, debt, income, wealth, economic 

conditions, legal environment and socio-demographical characteristics to significantly 

affect default. Their results showed that borrowers who migrate from their state of birth 

default more. Another finding was that a borrower who is married and owns a house of 

his own has a lower risk of default.  

 

Vasanthi and Raja (2006) estimated the likelihood of default risk associated with income 

and other factors with Australian data (Australian Bureau of Statistics, ABS 2001) in a 

sample of 3431 households. The goal was to establish the relationship between the 

default risk of homeowners and their socio-economic and housing characteristics. The 

repayment rate is substantially high compared to consumer credit, amounting to 93.03%.  

 

Vasanthi and Raja found out that the age of the head of the household is significant: the 

younger households tend to be adversely affected by the increasing burden of mortgage 

payments. Income as socio-demographic variable show to have predictive power: lower 

income is one of the major contributory factors for default. Another important factor was 

the loan to value ratio indicating that higher loan to value ratio would increase the 

probability of default. Also the educational level of the head of household and marital 
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status had significance impact on default. Vasanthi and Raja drew a conclusion that the 

probability of default is higher with an uneducated, younger and divorced as head of the 

family compared to others. 

 

Autio et al. (2009) conducted a comprehensive study of the use of small instant loans in 

Finland among 1 951 young adults. An open online survey for 18- to 29-year olds 

included questions about age, gender, financial situation, such as income, employment 

and occupational status, and family structure. The results showed that the 18- to 23-year-

olds use small instant loans more than the 24- to 29-year-olds. The latter group, on the 

other hand, use consumer credit more, because of their higher income and occupational 

status, Gender does not seem to have an effect on the number of loans taken, but 

occupational status, income and household structure do. 

 

Laitinen and Kankaanpää (1999) assessed six alternative methods (LDA, LR, RPA, 

survival analysis, and HIP) that have been applied to financial failure prediction. The 

main objective was to study whether the results stemming from the use of alternative 

methods differ from each other. They used only three financial ratios (total debt to total 

assets, the ratio of cash to current liabilities and the operating income to total assets) due 

to methodological issues. The results of 76 randomly selected from Finnish small and 

medium sized failed firms indicate that no superior method has been found but the 

predictive power of logistic analysis was best resulting 89.5% prognostic accuracy.  
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Laitinen 2000) continued the work and tested whether Taylor’s series expansion can be 

used to solve the problem associated with the functional form of bankruptcy prediction 

models. To avoid the problems associated with the normality of variables, the logistic 

model which describes the insolvency risk was applied. Several financial ratios were 

employed with estimation sample including 400 firms and the results suggest that the 

cash to total assets, cash flow to total assets, and shareholder’s equity to total assets ratios 

operationalize the factors affecting the insolvency risk. The usefulness of Taylor’s model 

in bankruptcy prediction was evaluated applying the logistic regression model to the data. 

 

Sumit Agarwal etal [2008] researched in to the determinant of automobile loan default 

and observed that automobiles are highly visible consumption goods that are often 

purchased on credit. In their article, they used a unique proprietary data set of individual 

automobile loans to assess whether borrower consumption choice reveals information 

about future loan performance. The result was that an increase in income raises the 

probability of prepayment, whereas a rise in unemployment increases the probability of 

default. A decrease in the market rate (the three year Treasury note rate) increases both 

the probabilities of prepayment and default. They also find that loans on most luxury 

automobiles have a higher probability of prepayment, while loans on most economy 

automobiles have a lower probability of default.  
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According to Marjo H (2010) both socio-demographical and behavioural variables have a 

notable effect on default. The most significant socio-demographical variables are income, 

time since last moving, age, possession of credit card, education and nationality. Some 

behavioural variables seemed to have even more predictive power. Those are the amount 

of scores the customer obtained, loan size and the information if customer has been 

granted a loan earlier from the same company. Interestingly, the results have variation to 

some extent when excluding few of the variables outside the model. The predictive power 

of all three models is adequate and thus can be employed as a reliable credit scoring 

model for the credit institutions. 

 

Hayen in 2003 searched univariate regression based on rating models driven for three 

different default definitions. Two are the Basel II definitions and the third one is the 

traditional definition. The test results show that there is not much prediction power is lost 

if the traditional definition is used instead of the alternative once. 

 

In 2000, Hurdle and Muller used a semi parametric regression model called generalized 

partially linear model and showed that performed better than logistic regression. 

 

In 1980’s new method for classifying was introduced by Breiman et al.  Which split data 

into smaller and smaller pieces? Classification and regression tree is an appropriate 

method for classification of good and bad loans. It is also known as recursive 

partitioning. 
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In 1985, Altman, Frydman and Kao presented recursive partitioning to evaluate the 

predicatively and compared with linear discriminant analysis and concluded that 

performs better than linear discriminant analysis. In 1997, Pompe compared classification 

trees with linear discriminant analysis and Neural Network.  

The 10-fold cross validation results indicates that decision trees outperform logistic 

regression but not better than neural networks. Xiu in 2004 tried to build a model for 

consumers’ credit scoring by using classification trees with different sample structure and 

error costs to find the best classification tree. When a sample was selected one by one, 

this means that the proportion of good loans is equal to the proportion of bad loans and 

type I error divided by type II error is equals to the best results were obtained. 

 

According to Adel Lahsasna et al. (2008), during the last fifteen years, soft computing 

methods have been successfully applied in building powerful and flexible credit scoring 

models and have been suggested to be a possible alternative to statistical methods.  

 

Kiviloto (1980) used self organizing maps (SOM): a type of neural network, and it was 

compared with the other two neural network types learning vector quantization and radial 

basis function and with linear discriminant analysis. As a result like in previous 

researches, neural network algorithm performed better than discriminant analysis 

especially the self organizing maps and radial basis functions. Charalombous et al.  aimed 

to compare neural network algorithms such as radial basis function, feed forward 
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network, learning vector quantization and backpropogation with logistic regression. The 

result is similar as Kivilioto’s study, the neural networks has superior prediction results. 

 

According to Chao-Ying J et al., since 1988, research using logistic regression has been 

published with increasing frequency in three leading higher education journals: Research 

in Higher Education, The Review of Higher Education, and The Journal of Higher 

Education. Yet, there is great variation in the presentation and interpretation of results in 

these publications, which can make it difficult for readers to understand and compare the 

results across articles. A systematic review of articles that have used logistic regression 

not only promotes the learning about this method, but also helps suggest new guidelines 

for principled applications of this versatile technique. Logistic regression, being one 

special class of regression models, is well suited for the study of categorical outcome 

variables, such as staying in or dropping out from college. This technique is increasingly 

applied in educational research. 

 

Robert M and Thomas S. Y (2006) researched on Valuing Fixed Rate Mortgage Loans 

with Default and Prepayment Options. They showed that the prepayment default model 

has significant explanatory power. Using the mortgage loan prices at origination, the 

model shows that OAS and duration depend on the FICO score, original loan-to-value 

ratio, the loan size and the recovery ratio. Lastly, a model of the economic value of a loan 

default guarantee is specified and the model shows that the price elasticity of the 

guarantee with respect to the loan size and the borrower’s FICO score are -0.46 and -

11.89 respectively. 
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According to Lewis (1992) consumer credit has been around for 3000 years since the 

time of the Babylonians. For the last 750 years of that time there has been an industry in 

lending to consumers, beginning with the pawn brokers and the usurers of the middle 

Ages, but the lending to the mass market of consumers in the non-Islamic world is a 

phenomenon of the last fifty years. In the 1920s, Henry Ford and A.P.Sloan had 

recognised that it was not enough to produce products, like cars, for the mass market but 

one also had to develop ways of financing their purchase. This led to the development of 

finance houses, e.g. GE Capital, GM Finance. The advent of credit cards in the 1960s 

meant that consumers could finance all their purchases from hair clips to computer chips 

to holiday trips by credit. 

 

Updegrave (1987) found that there were eight variables that affected consumer credit 

risk: the number of variables, the historic repayment record, bankruptcy history, work 

and resident duration, income, occupation, age and the state of savings account. Similar 

results were found by Steenackers and Goovaerts (1989) who collected data on personal 

loans in Belgian credit company and found out that age, resident and work duration, the 

number and duration of loans, district, occupation, phone ownership, working in the 

public sector or not, monthly income and housing ownership have a significant 

relationship with repayment behaviour. 
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Jacobson and Roszbach (2003) contributed to the existing literature by taking into 

account the sample-selection bias that credit scoring models are suffering from. Therefore 

the basic value at- risk measure is not reliable enough but they suggest using unbiased 

scoring model such as bivariate probit approach that also takes into account rejected 

loans. In their work they used a data set consisting of 13 338 applications for a loan at a 

major Swedish lending institution between September 1994 and August 1995. All loans 

were granted in stores where potential customers applied for instant credit to finance the 

purchase of a consumer good. They had 57 variables available but employed only 16 

because they lacked a univariabte relation with the variables of interest of displayed 

extremely high correlation with another variable. Income, age, change in annual income 

and amount of collateral-free credit facilities had significant impact on default. 

 

Apilado et al,(1974) applied discriminant analysis to construct their credit scoring models 

and state that “discriminant analysis firstly distinguishes among group and identifies 

group differences; secondly, it classifies existing and new observation into predetermined 

groups, and finally it identifies the key variables that contribute the most to the 

discrimination among groups”  Discriminant analysis was used as a credit scoring tool 

first by Durand (1941) to produce good predictions of credit repayment. Extensive use of 

discriminant analysis to build credit scoring models for general banks and credit card 

sectors has been carried out by Eisenbeis (1983), Martel and Fitts (1981), Grablowsky 

and Talley(1981), Reichart et al., (1983), Titterington (1992), Desai et al., (1996), Bardos 

(19980) and Lee et al., (1999). 
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2.3 Variables commonly used in loan default models 

 

The pragmatism and empiricism of credit scoring implies that any characteristics and 

environments of the borrower that has obvious connections with default risk should be 

used in the scoring system (Lewis, 1992). The variables should be sequentially added or 

deleted to maximise the model’s predictive accuracy (Henley and Hand, 1997).  

 

 

According to Dinh and Kleimeier, (2007), there are two important standards for variable 

selection; first, the variables should have significant coefficients and contribute to 

explanation of the dependent variable’s variance. Second, the variables should have close 

correlation with included variables. Lewis (1992) suggests that there is no need to justify 

the case for any variable. If it helps the predictions, it should be used. However, the major 

factors commonly used in credit scoring models include the borrowers’ income, age, 

gender, education, occupation, employer type, region, time at present address, residential 

status, marital status, home phone, collateral value, loan duration, time with bank, 

number of loans, and current account (Dinh and Kleimeier, 2007; Roszbach, 2004; 

Jacobson and Roszbach, 2003; Martinelli, 1997; Crook, Hamilton, and Thomas, 1992; 

Boyes, Hoffman, and Low, 1989; Capon, 1982; ) 
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Income is a commonly used proxy of the borrower’s financial wealthy and his/her ability 

to repay (Dinh and Kleimeier, 2007). There is a positive relationship between income and 

the borrowers’ default rate; higher income is associated with lower default risk (Jacobson 

and Roszbach, 2003). Occupation is a common variable used in credit scoring model and 

is highly correlated with the borrowers’ income level. Education enhances the borrowers’ 

ability to repay. The better educated borrowers are deemed to have more stable and 

higher income employment and thus a lower default rate. 

 

The borrowers’ education level distinguished from post-graduate to non-high school 

graduate. Borrowers with high level of education are more likely to repay their loan since 

they occupy higher positions and with high income levels. 

 

According to Dinh and Kleimeier, (2007), employer refers to the type of company for 

which a borrower works such as stated-owned, joint-stock company, etc. The type of 

company a borrower works in could be a proxy for income level and stability. Missing 

values of this variable are also very informative as borrowers who do not answer this 

question show the highest probability of default. 

 

Cook et al., (1992) noted that time with employer measures the number of years that the 

borrower has been working for the current employer. It reflects the satisfaction of the 

borrower with the current job. The higher the borrowers’ job satisfactions, the more 

stable their employment will be and the higher their ability to repay their loans  

According to Capon (1982) length of time with employer may discriminate against 
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women, since women’s length of employment reduces due to pregnancy and childbearing  

 

Age measures the borrower’s age in years. Thomas (2000) and Boyle et al. (1992) 

confirm that older borrowers are more risk adverse, and therefore the less likely to 

default. Thus banks are more hesitant to lend to younger borrowers who are more risk 

averse. 

 

 Arminger et al., (1997) noted that GENDER in addition to age is one of the most used 

socio-demographical variables to differentiate the predictive power between men and 

women. There is clear evidence that women default less frequently on loans possibly 

because they are more risk averse. According to Coval et al., (2000) gender is a fair 

discriminatory base on the statistical default rates of men versus women. There are ample 

evidences that women default less frequently on loans because women are more risk 

adverse  

 

Region means the area of the country that borrower lives. As people of similar wealth 

tend to live in the same location, the geographic criterion can indicate a borrower’s level 

of financial wealth. Some suburb might attract richer residents and this could result 

increase in housing and property prices. This also affects the collateral value and 

probability of default. 
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According to Marjo M (2010) the residential variable measures whether borrowers own 

their home, rent, or live with their parents. This could indicate the borrowers’ financial 

wealth in the case of home ownership. Residential status also indicates financial pressure 

on borrowers’ income, for example rental cost 

 

According to Crook et al.’s (1992) the default risk drops with an increase in time at 

present address; it might be a proxy for the borrowers’ maturity, stability, or risk 

aversion. Changing address might be a signal that a borrower’s financial wealth is high or 

improving rapidly. Time addresses the number of years that the borrowers have been 

living at their current address. 

 

According to Dinh and Kleimeir (2007), marital status affects the borrower’s level of 

responsibility, reliability, or maturity. The probability of default is higher for married 

than single borrowers. They discover that the marital status is typically related to number 

of dependants which in turn reflects financial pressure on the borrower and borrower’s 

ability to repay a loan. 

 

Gup and Kolari, (2005) Collateral is a form of guarantee to support the loan. Borrowers’ 

collateral can be a single of default risk, such as, if the loans that the house serves as 

collateral, the probability of default is very low. This is because the borrowers are risk 

adverse and fear of losing their house. Collateral reduces the bank’s risk when it makes a 

loan. The higher the collateral value the higher the incentive for the borrowers to repay 

the loan since they do not want to lose their collateral. The collateral value could also be 
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a proxy for the borrowers’ financial wealth since it is significantly positive correlated 

with the borrowers’ income (Dinh and Kleimeier, 2007). 

 

Loan duration indicates the maturity of loans in months. Loan duration reflects the 

borrowers’ intention, risk aversion, or self-assessment of repayment ability. Time with 

the bank indicates the borrowers’ length banking relationship in years. It can be assumed 

that the longer a borrower stays with the bank, the more the bank knows about this 

borrower, and it could lower the probability of default. But this variable should be 

updated regularly due to adverse and unexpected changes in the borrowers’ situation. 

Number of loans measures the total number of loans a borrower has received from the 

bank during the whole relationship with the bank. Today, most borrowers have more than 

one loan from the same bank. This variable reflects the difficulty for a defaulted borrower 

to receive further loans from the same bank. 

 

Jacobson and Roszbach (2003) explained that Loan Size the amount of credit the 

applicant is granted. The customer may have applied for larger amount but has been 

denied the loan. He is able to try lower amount for maximum of three times. Several 

studies use loan size as a predictor variable but the overall results are ambiguous and thus 

no clear expectations can be formed. Jacobson and Roszbach (2003) show that loan size 

has no significant influence on default risk. In the study of Kocenda and Vojtek (2009) 

small loans appear to be more risky if variable ‘own resources’ is included. However, if 

this information is not used, the regression identifies that the larger loans as more risky. 
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Current account indicates whether the borrower holds a current account with the bank. It 

partly represents the borrowers’ financial wealth, and relationship between the borrower 

and the bank. The borrowers who hold current accounts with their banks have a lower 

default risk. 

 

However, Boyes et al. (1989) recognised that if banks were minimising default risk, one 

should find the above variables with positive (negative) effect on the probability of 

granting a loan and a negative (positive) effect on default risk. 

 

2.4. Probability of Default (PD) Modelling Techniques 

 

According to Weizhuo(2010), there are several statistical methods used to estimate credit 

scoring models in assessing borrowers’ credits, such as discriminate analysis (Dunn and 

Frey, 1976), linear probability models (Turvey, 1991), probit models (Lufbuttow et al., 

1984) and logit models (Mortensen et al., 1988). The last three methods estimate the 

default rate based on the historical data on loan performances and the borrowers’ 

characteristics. The idea of linear probability is to look up for a linear combination of 

explanatory variables. It assumes there is a linear relationship between the default rate 

and the factors. The probit model assumes the probability of default follows the standard 

cumulative normal distribution function. The probability of default is logistically 

distributed in the logit model and discriminant analysis divides borrowers into high and 

low default-risk classes (Mester, 1997). 
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Weizhuo(2010), explained that, discriminant analysis presents the critical assessment of 

the use of discriminant analysis in business. However, Hand et al. (1996b) show that the 

discriminant function obtained by segmenting a multivariate normal distribution into two 

classes’ optimal discriminant function. Problems also arise in testing for the significance 

of individual variables when the assumption of normality does not hold and therefore we 

cannot perform statistical inferences (Rosenberg and Gleit, 1994). 

 

According to Collins and Green (1982) the linear probability model could present 

reasonable prediction results compared to discriminant analysis and logit models. 

However, Pyndick and Rubinfeld (1998), Greene (1997), and Judge et al. (1985) indicate 

that the linear probability model could predict the default rate, but the predictive value 

might not necessary lie between zero and one. Moreover, because the variance of the 

models are generally heteroscedasticity, it leads to inconsistent estimation problem and 

invalid conventional measure of fit such as the R2. 

 

According to Hand and Henley (1997), the logistic approach is a more appropriate 

statistical tool than linear regression, when there are two discrete classes (good and bad 

risks) defined in the model. This gives the logistic approach superior classification rate. 

The probit model is very similar to the logit model. The logit model is generally preferred 

to the probit model because of its simplicity (Barney et al., 1999; Novak and LaDue, 

1999; Lee and Jung, 1999) 
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Clarke, (2005) explained that, logistic modelling approach is commonly used to model 

the bank’s lending decision. According to Collins and Green (1982), the logit model can 

increase the overall classification rate, and substantially reduce the error rate. The logistic 

approach also gives superior classification compare to discriminant analysis (Wiginto, 

1980). According to the literature, there is no best method for estimating credit scoring 

models and new methods continue to evolve. However, the logit models and neural 

networks have been applied frequently in previous research. 
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CHAPTER THREES 

METHODOLOGY 

 

3.0 Introduction 

 

This chapter develops a suitable methodology for modeling the probability of default in 

loan. Relevant mathematical techniques will be presented. 

 

3.1 Logistic regression 

 

In some regression situations, the response variable y has only two possible outcomes, for 

example, high blood pressure or low blood pressure, developing cancer of the oesophagus 

or not developing it, whether a crime will be solved or not solved, and whether a bee 

specimen is a “killer” bee or a domestic honey bee. In such cases, the outcome y can be 

coded as 0 or 1 and we wish to predict the outcome (or the probability of the outcome) on 

the basis of one or more independent variables 𝑥′𝑠 

 

Logistic is a mathematical modelling approach that can be used in describing the 

relationship of several independent variables to a dichotomous dependent variable.  
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3.2. The Logistic Function 

  

The logistic function describes the mathematical form on which the logistic model is 

based. The logistic function 𝑓(𝑧) is given by 

    𝑓(𝑧) = 1
1+𝑒−𝑧

……………………………………………………….….(3.1.) 

Where  

𝑧 = 𝛼 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 … . . .𝛽𝑛𝑋𝑛…………………………………..…(3.2) 

And  

x1,x2,x3……..xn, are the independent variables and 𝛼,𝛽2,𝛽3 … are the constant term. 

The function 𝑓(𝑧) can be represented graphically as 

 

                                                                        𝑓(𝑍) 

   𝑓(𝑍) = 1                                                    1                                                                                    

                                                                                                                                                    

 

 

 

                                                                 

𝑓(𝑍) = 0                                                        0 
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3.3. The Logistic Model 

 

Consider a linear model 

 𝑦𝑖 = 𝛽𝑜 + 𝛽1𝑥𝑖 + 𝜀𝑖………………………………………………….……….(3.3) 

Where 𝑦𝑖 = 0,1 𝑎𝑛𝑑 𝑖 = 1,2, … … .𝑛 

Since 𝑦𝑖 is 0 or 1, the mean  𝐸(𝑦𝑖) for each 𝑥𝑖 becomes the proportion of observations at 

𝑥𝑖 for which 𝑦𝑖 = 1.  

This can be expressed as 

𝐸(𝑦𝑖) = 𝑃(𝑦𝑖 = 1) = 𝑝𝑖 and 1 − 𝐸(𝑦𝑖) = 𝑃(𝑦𝑖 = 0) = 1 − 𝑝𝑖………………..(3.4) 

The distribution in (3.4) is the Bernoulli distribution with mean 

𝐸(𝑦𝑖) = 𝑝𝑖 = 𝛽𝑜 + 𝛽𝑖𝑥𝑖 ………………………………………………...……….(3.5) 

And variance 

𝑉𝑎𝑟(𝑦𝑖) = 𝐸[𝑦𝑖 − 𝐸(𝑦𝑖)]2 = 𝑝𝑖(1 − 𝑝𝑖)………...................................................(3.6) 

⇒ 𝑉𝑎𝑟(𝑦𝑖) = (𝛽𝑜 + 𝛽𝑖𝑥𝑖)(1− 𝛽𝑜 − 𝛽𝑖𝑥𝑖)……………………………...…….....(3.7) 

This implies that the variance of each 𝑦𝑖 depends on 𝑥𝑖 which defeat the fundamental 

assumption of constant variance. The usual least square estimators 𝛽0� 𝑎𝑛𝑑 𝛽1� will not be 

optimal. To obtain the optimal estimator for 𝛽𝑜 and 𝛽1, the generalised least square  

estimators for �̂�0 and �̂�1 are used  

 

3.3.1. Generalized Least Squares 

Consider models in which the y variables are correlated or have differing variances so 

that𝑐𝑜𝑣(𝑦) ≠ 𝜎2𝐼. In simple linear regression, larger values of 𝑥𝑖 may lead to larger 
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values of 𝑣𝑎𝑟(𝑦𝑖). In either simple or multiple regression, if 𝑦1,𝑦2 … … … … .𝑦𝑛 occur at 

sequential points in time, they are typically correlated. For cases such as these, in which 

the assumption that 𝑐𝑜𝑣(𝑦) = 𝜎2𝐼  is no longer appropriate.  

The appropriate model is 𝑦 = 𝑋𝛽 + 𝜀, 𝐸(𝑦) = 𝑋𝛽, 𝑐𝑜𝑣(𝑦) = Σ = 𝜎2𝑉 …..…...(3.8) 

X is a full rank matrix, V is a known positive definite matrix 

The following theorem gives estimators of 𝛽 𝑎𝑛𝑑 𝜎2 for the model in (3.8) 

 

Theorem 3.1 

 

Let 𝑦 = 𝑋𝛽 + 𝜀,𝐸(𝑦) = 𝑋𝛽 𝑎𝑛𝑑 𝑐𝑜𝑣(𝑦) = Σ = 𝜎2𝑉 where X is a full-rank matrix and 

V is a known positive definite matrix. For this model, we obtain the following results: 

The best linear unbiased estimator for 𝛽 is 

�̂� = (𝑋′𝑉−1𝑋)−1𝑋′𝑉−1𝑦……………………………………………………..…(3.9) 

 

Proof 

Since V is a positive definite, there exist an 𝑛 × 𝑛 non singular matrix P such that 

𝑉 = 𝑃𝑃−1.  

Multiplying 𝑦 = 𝑋𝛽 + 𝜀 by 𝑃−1, we obtain 𝑃−1𝑦 = 𝑃−1𝑋𝛽 + 𝑃−1𝜀 for which 

𝐸(𝑃−1𝜀 ) = 𝑃−1𝐸(𝜀 ) = 𝑃−1(0) = 0 and 𝑐𝑜𝑣(𝑃−1𝜀) =  𝑃−1𝑐𝑜𝑣(𝜀)(𝑃−1)′ 

⇒ 𝑐𝑜𝑣(𝑃−1𝜀) = 𝑃−1𝜎2𝑉(𝑃−1)′ = 𝑃−1𝜎2𝑃𝑃−1(𝑃−1)′ = 𝜎2𝑃−1𝑃𝑃′(𝑃−1)′ = 𝜎2𝐼  

This implies that  

�̂� = [𝑋′(𝑃−1)′𝑋′𝑃−1𝑋]−1𝑋′(𝑃−1)′𝑦 

�̂� = [𝑋′(𝑃′)−1𝑃−1𝑋]−1𝑋′(𝑃′)−1)𝑃−1𝑦 
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[𝑋′(𝑃𝑃′)−1𝑋]−1𝑋′(𝑃𝑃′)−1)𝑦 

�̂� = (𝑋′𝑉−1𝑋)−1𝑋′𝑉−1𝑦 

 

�̂� is the generalised least square estimator for 𝛽 

Since 𝐸(𝑦𝑖) = 𝑝𝑖 is a probability,  0 ≤ 𝑝𝑖 ≤ 1. 

Fitting (3.8) by the generalised least square 

𝑝𝚤� = 𝛽0� + 𝛽1�𝑥𝑖……………………………………………………………..……(3.10) 

From (3.10) it means 𝑝𝚤�  may be less than 0 or greater than 1 for some value 𝑥𝑖 

A model for 𝐸(𝑦𝑖) that is bounded between 0 and 1, and approach 0 and 1 asymptotically 

instead of linearly is suitable. The best and most populous model is the logistic model 

 𝑝𝑖 = 𝐸(𝑦𝑖) = 𝑒𝛽0+𝛽1𝑥𝑖

1+𝑒𝛽0+𝛽1𝑥𝑖
= 1

1+𝑒−𝛽0−𝛽1𝑥𝑖
…………………....(3.11) 

 

In general, the model is expressed as  

The probability that the dependent variable 𝑦 = 1 given the independent variables 𝑥𝑖 is  

𝑝�𝑦 = 1�𝑥1, 𝑥2,𝑥3, … . , 𝑥𝑛� = 1
1+𝑒−(𝛼+∑𝛽1𝑥𝑖)

 ………………..……(3.12) 

 

3.3.2. Odds  

The odds is the ratio the probability of success and that of failure. If the value is greater 

than one it means there is a higher probability of success compared to that of failure. A 

value less than one indicate a higher probability of failure than that of success. 
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 𝑇ℎ𝑒 𝑂𝑑𝑑𝑠 𝑜𝑓 𝑝(𝑥) = 𝑝(𝑥)
1−𝑝(𝑥)

………………………………….....…..(3.13) 

𝑇ℎ𝑒 𝑜𝑑𝑑𝑠 𝑝(𝑥) =
1

1+𝑒−(𝛼+∑𝛽𝑖𝑥𝑖)

1− 1

1+𝑒−(𝛼+∑𝛽𝑖𝑥𝑖)
……………………………….….(3.14) 

𝑇ℎ𝑒 𝑜𝑑𝑑𝑠𝑝(𝑥) = 1
1+𝑒−(𝛼+∑𝛽𝑖𝑥𝑖)

× 1+𝑒−(𝛼+∑𝛽𝑖𝑥𝑖)

𝑒−(𝛼+∑𝛽𝑖𝑥𝑖)
………………...(3.15) 

 Therefore 𝑜𝑑𝑑𝑠𝑝(𝑥) = 1
𝑒−(𝛼+∑𝛽𝑖𝑥𝑖)

…………………………………...(3.16) 

𝑜𝑑𝑑𝑠 𝑃(𝑥) = 𝑒(𝛼+∑𝛽𝑖𝑥𝑖)…………………………………………….(3.17) 

 

 

3.3.4 The Model in Logit Form 

  

This is given by taking the natural logarithm of the quantity 𝑃(𝑥) divided by 0ne minus 

𝑃(𝑥) 

logit 𝑝(𝑥) =  ln � 𝑝(𝑥)
1−𝑝(𝑥)

� ……………………………………………….(3.18) 

Where  𝑝(𝑥) = 1
1+𝑒−(𝛼+∑𝛽𝑖𝑥𝑖)

 

From the above  

logit 𝑝(𝑥) =  ln � 𝑝(𝑥)
1−𝑝(𝑥)

� = ln 𝑒(𝛼+∑𝛽𝑖𝑥𝑖)………………………..(3.19) 
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This will give logit 𝑝(𝑥) = 𝛼 + ∑𝛽𝑖𝑥𝑖………………………………...(3.20) 

This implies that logit 𝑝(𝑥) = ln 𝑜𝑑𝑑𝑠 𝑃(𝑥).......................................................(3.21) 

 

A plot of the logistic distribution for 0 ≤ 𝑝(𝑥) ≤ 1, indicates that values of 𝑝(𝑥) in the 

range of (0,1) is transformed into the value of the  𝑙𝑜𝑔𝑖𝑡 𝑝(𝑥) in (−∞,∞) 

 

3.4. Estimating 𝜶 𝒂𝒏𝒅 𝜷  
 

 

The parameters 𝛼 𝑎𝑛𝑑 𝛽 in (3.3.2) are estimated using the maximum likelihood function.  

For a random of 𝑦𝑖 where i= 1,……………,n from the Bernoulli distribution with  

𝑝𝑖(𝑦𝑖 = 1) = 𝑝𝑖 𝑎𝑛𝑑  𝑝𝑖(𝑦𝑖 = 0) = 1 − 𝑝𝑖  the likelihood function is 

given by  

𝐿(𝛼,𝛽) = 𝑓(𝑦1, … … . 𝑦𝑛,𝛼,𝛽) = ∏𝑓(𝑦𝑖 ,𝛼,𝛽)……………..(3.22) 

𝐿(𝛼,𝛽) = ∏𝑝𝑖𝑦𝑖(1 − 𝑝𝑖)1−𝑦𝑖……………………………………...(3.23) 

Taking the log of both sides 

𝑙𝑜𝑔𝐿(𝛼,𝛽) = � log(𝑝𝑖)𝑦𝑖(1 − 𝑝𝑖)1−𝑦𝑖) 

 

𝑙𝑜𝑔𝐿(𝛼,𝛽) = � log(𝑝𝑖)𝑦𝑖 + �𝑙𝑜𝑔(1 − 𝑝𝑖)1−𝑦𝑖 

𝑙𝑜𝑔𝐿(𝛼,𝛽) = �𝑦𝑖 log𝑝𝑖 + �(1 − 𝑦𝑖)log (1 − 𝑝𝑖) 
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𝑙𝑜𝑔𝐿(𝛼,𝛽) = �𝑦𝑖 log𝑝𝑖 + � log (1 − 𝑝𝑖) −� yilog (1 − 𝑝𝑖) 

𝑙𝑜𝑔𝐿(𝛼,𝛽) = �𝑦𝑖 log𝑝𝑖 − log (1 − 𝑝𝑖) + � log (1 − 𝑝𝑖) 

𝑙𝑜𝑔𝐿(𝛼,𝛽) = �𝑦𝑖 log �
𝑝𝑖

1 − 𝑝𝑖
� + � log (1 − 𝑝𝑖) 

But from (3.20)  𝑙𝑜𝑔 � 𝑝𝑖
1−𝑝𝑖

� = 𝛼 + 𝛽1𝑥𝑖 and from (3.12) 

 𝑝𝑖 = 1
1+𝑒−(𝛼+𝛽1𝑥𝑖)

  this implies that  1 − 𝑝𝑖 = 1
1+𝑒(𝛼+𝛽1𝑥𝑖)

 

And  

𝑙𝑜𝑔𝐿(𝛼,𝛽) = �𝑦𝑖(𝛼 + 𝛽1𝑥𝑖) + � ln �
1

1 + 𝑒𝛼+𝛽1𝑥𝑖
� 

𝑙𝑜𝑔𝐿(𝛼,𝛽) = �𝑦𝑖(𝛼 + 𝛽1𝑥𝑖) + � ln 1 −�𝑙𝑛�1 + eα+β1xi� 

𝑙𝑛𝐿(𝛼,𝛽) = ∑𝑦𝑖(𝛼 + 𝛽1𝑥𝑖) + ∑ ln (1 + eα+β1xi)………(3.24) 

 

Differentiating (3.24) with respect to 𝛼 𝑎𝑛𝑑𝛽 and setting the result to zero gives 

∑ 𝑦𝑖 = ∑ 1

1+𝑒𝛼�+𝛽�𝑖𝑥𝑖
𝑛
𝑖=1

𝑛
𝑖=1 ………………………………....................(3.25) 

∑ 𝑥𝑖𝑦𝑖 = ∑ 𝑥𝑖
1+𝑒𝛼�+𝛽�𝑖

𝑛
𝑖=1

𝑛
𝑖=1 ………………………………………………(3.26) 

Equations (3.25) and (3.26) can be solved iteratively for 𝛼� 𝑎𝑛𝑑 �̂� 
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3.5. Test of correlation between the selected predicted and response variables  

Bivariate analysis will be employ to determine the association between the response and 

the predicted variables, using 5% level of significant. The predicted variables consist of 

mothers background characteristics which include; age, marital status, region of 

residence, educational level, employment status, partner’s educational level, place of 

residence and wealth index. The response variable is malaria prevalence. The response 

variable will be cross tabulated against each of the predicted variables to examine the 

correlation between them.         

The correlation between the response and the predicted variables will be determined by 

computing the p-value using SPSS.  Determining the p-value helps in decision making 

regarding the relationship between the response and the predicted variables, it also gives 

us additional insight into the strength of the decision. Since this study will use 5% level 

of significant, computed p-value will be compare to the value of the significant level 

(0.05), if the computed p-value is greater than 0.05, then we conclude that there no 

association between the response and the predicted variables. Again if the p-value is less 

than 0.05 then we can conclude that there is a relationship between the response and the 

predicted variables. 
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3.6. Test of predictive ability of the model 

Further analysis will be conducted in this study. Since bivariate analysis cannot 

completely indicate the strength and direction of association between the response and 

the predicted variables, logistic regression will be use to determine the variables that add 

significantly to the improvement in the prediction of the logit. Logistic regression is a 

very flexible technique because it makes no assumptions about the nature of the 

relationship between the independent and the dependent variables. The predictor 

variables do not have to be normally distributed. Although the power of analysis is 

increased, if the independent variables are normally distributed and do have a linear 

relationship with the dependent variable.  

 

Once the logistic regression model is fit, the model is then access to see the significance 

or contribution of each of the variable in the model. The log-likelihood value is also 

display in the model as well. The value of the log-likelihood helps in determining the of 

accuracy at which the model predicts the outcome. The higher the log-likelihood value 

the better fit. The log-likelihood statistics can be used to test hypothesis about the 

parameters in the model using likelihood ratio test. This test will indicate whether the 

removal of the insignificant variables from the model can affect the model. The overall 

value of the chi-square will also give further information about the nature of the model. 

The lower the chi-square value, the better the model. This information provided by the 

logistic regression model makes it more appropriate to use, compare to other models.      
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3.6.1 Deviance  

In regression models for binary dependent variables, the comparison of the predicted and 

observed models is dependent on the log-likelihood function.  

 

The current model is the fitted model which we want to compare with other models. 

Deviance is a measure of deviation of the model from realized values. The deviance 

measure is defined as: 

𝑦 = −2 ln (𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑢𝑟𝑒𝑛𝑡 𝑚𝑜𝑑𝑒𝑙)
(𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑑 𝑚𝑜𝑑𝑒𝑙)

  ……………………3.7.1 

When models are compared, we can use deviance as a measure to determine which one to 

choose.  

The model with lower deviance will be chosen. 

 
 
 
 
3.6.2 Pearson Chi-Square Goodness of Fit Statistic 

  

It is a simple non-parametric goodness of fit test which measures how well an assumed 

model predicts the observed data. The test statistic is: 

𝑥2 = ∑ (𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦−𝑓𝑖𝑡𝑡𝑒𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦)2

(𝑓𝑖𝑡𝑡𝑒𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦)
𝑛
𝑖=1 ………………..(3.28) 

𝑥2 is assumed to be chi-square with n − p degrees of freedom  
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3.6.3 G Likelihood Ratio Chi-Square Statistic 

 

G statistic is a goodness of fit test that depends on log-likelihood function. The purpose 

of this test is to compare the models with and without independent variables. The test 

statistic is: 

𝐺 = 2 ln �𝐿0
𝐿1
� = 2(ln 𝐿0 − ln 𝐿1)…………………………………………….3.29 

Where  

𝐿0 is the likelihood function value of the model without any independent variables and 

𝐿1 is the likelihood function value of the model with independent variables. 

G is assumed to be distributed as chi-square with p-1 degrees of freedom. 

 

3.6.4 Pseudo 𝑹𝟐 
 

As in linear regression, pseudo 𝑅2 measures the explained percentage of dependent 

variables. It also can be called as the determination coefficient. The statistic is: 

𝑅2 = 𝐺
𝐺+𝑛

 …………………………………………………………….………  3.30 

Where 

G is the value estimated in equation 3.39 

Pseudo 𝑅2 ranges between 0 and 1.  

When comparing the models, the model with higher pseudo 𝑅2 will be preferred as it is 

the determination coefficient. 
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3.6.5. Wald Statistic 
 

To assess the significance of all coefficients we can use Wald statistic as a significance 

test. It is also known as pseudo t statistic.  

The statistic is: 

 𝑊 = 𝐵�𝑖
𝑆𝑒(𝐵𝚤�)  , 𝑖 = 1, . . 𝑝 + 1 ……………..…………………………..3.31 

Where 𝐵�𝑖 is the maximum likelihood estimate of 𝑖th regression coefficient. 

Se�Bı� � is the standard error of 𝑖th regression coefficient identified as 

Se�Bı� � = �covii 

The result of Wald statistic is assumed to be normally distributed. It is asymptotic since 

the normal distribution provides a valid approximation for large n. 
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CHAPTER FOUR 

DATA ANALYSIS 

 

4.1. Introduction 

 

This chapter presents the data for the empirical study and analysis. After describing the 

dataset we shall explain the variables use in the model giving descriptive statistics about 

them and explain how those variables affect the model. 

 

4.2 Data Description and Summary Statistics 

 

This study uses a unique dataset from an international Bank in Ghana. For the purpose of 

this study the bank will be called Bank A. Bank A specialized in providing Cooperate and 

Institutional small- and medium-sized loans to retail customers.  

 

The collected data includes several variables such as Age, Sex, marital status, and 

number of dependence. We also have information on the number of months the borrower 

has been in his or her current employment and the borrower’s residential status. 

 

The data consists of 9939 applications granted loan between January, 2008 and 

December, 2010. Out of these, 14% defaulted and 86% performed well.  
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In the empirical analysis we have excluded observation of customers who applied for a 

loan but were rejected. The true creditworthiness status of the rejected applicants is 

unknown and their characteristics might differ from those who were granted the loan. The 

exclusion might cause a potential selection bias but is common in the literature and 

according to Banasik et al. (2003) has only a minimal effect on results. 

 

The information for the variables is given by the customer at the time of filling loan 

application. Along with the terms and conditions, the customer is obligated to provide the 

pay slip to ascertain the applicant’s financial status. 

 

Table 4.1 below gives the definition of variables used in the study. Column one with 

heading “Variable” gives the variable names as they appear in the database. Column two 

gives the definition Bank A gives to each variable.  
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Table 4.1. Definition of Variables used in the Study 

Variable Definition 
Cus_Code Customer Code 
Dob Date of Birth 
Age Age at Disbursement 
Sex 0 if applicant is Male and 1 if applicant is Female 

NetIncome Applicants net monthly income 

Residence 

Type of residence the applicant is staying. This is categorise into 
four  
1. If applicant is living in their own house 
2. If applicant is living in accommodation provided them by their 
employers 
3. If applicant is living with their parent  
4. If applicant is living in rented apartment  

Marital Status 1if the applicant is married and 0 for single applicants 

Dependents  Number of dependents applicant is having  

CurrEmpAge  Number of months the applicant has been in current employment  

Disbursedt  Date Loan was disbursed to the applicant  

IntRate Interest rate being charged the customer.  

DelinStatus This shows applicants whom payment is not expected. It helps to 
identify defaulted customers 

Loan Amount Amount granted the customer 

Overdue Days 
Number of days the applicant has not made payment that is due. 
Applicant who have made payment for 90 days and above are 
said to have defaulted 

Tenor Number of months the loan is running 

Default Status 

1 if applicant is classified as defaulted and 0 otherwise. Bank A 
defined default as a situation where has overdue payment for 
90days or more. A customer is also said to have defaulted if 
repayment is not expected. 
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Table 4.2 shows extract of the data used in the analysis. The various columns are as 

defined in table 4.1  

 
 
Table 4.2. Data used in the analysis 
 

Cus_Code Age 
Se
x 

Net 
Income 

Reside
nce 

Marital  
Status 

Depe
ndent

s 

Curr
Emp
Age 

IntRat
e 

Loan          
Amount 

Teno
r 

Defa
ult  

Statu
s 

GHA10002 54 0 
            

506.68  1 M 3 321 24.41 
          

5,500.00  35 0 

GHA10004 42 0 
            

473.78  2 M 1 179 25.66 
          

1,600.00  34 1 

GHA10047 41 0 
         

1,153.08  2 M 5 121 21.08 
          

7,300.00  54 0 

GHA10070 39 0 
            

309.38  4 S 0 123 24.92 
          

3,500.00  48 0 

GHA10087 56 0 
         

3,000.00  1 M 0 60 25.16 
        

18,000.00  50 0 

GHA10118 46 1 
            

509.03  2 S 6 67 22.44 
          

6,000.00  45 0 

………… …… ..... ……… …….. ……… ……. ……. …….. ………. ……. ……. 

………… …… ..... ……… …….. ……… ……. ……. …….. ………. ……. ……. 

………… …… ..... ……… …….. ……… ……. ……. …….. ………. ……. ……. 

………… …… ..... ……… …….. ……… ……. ……. …….. ………. ……. ……. 

GHA12967 31 0 
            

587.63  4 S 0 60 20.43 
          

9,800.00  61 0 

GHA10227 34 0 
            

534.16  4 M 1 56 23.56 
          

7,000.00  58 0 

GHA10233 42 0 
            

613.75  4 M 5 171 24.65 
          

3,000.00  46 1 

GHA10240 50 0 
            

428.31  1 M 3 322 23.55 
          

6,500.00  58 0 

GHA10251 51 0 
            

744.72  1 M 6 282 26.17 
          

2,500.00  36 0 
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4.3. Descriptive Statistics of Variables used in the model. 

The data consist of ten variables of including both social demographic characteristics 

financial of the customers. The variables used include Age, Marital Status, Sex, number 

of months in current employment and Residential Status. 

 

Table 4.3 below gives the descriptive statistic of all applicants (both defaulted and non-

defaulted). Column one gives the variables which are defined in table 4.1., column two 

shows the number of data points used in the analysis for each of the variables. Column 

three gives the number of data missing in the analysis. Column four to eight give the 

mean, variance, minimum and maximum values respectively for each of the variables 

considered. 

 

Table 4.3: Descriptive Statistics for all Applicants 

Variables 
Valid 
Cases Missing Mean 

Std. 
Deviation Variance Minimum Maximum 

Age 9939 0 40.92 9.068 82.225 21 60 

Sex 9939 0 0.13 0.338 0.114 0 1 

Net Income 9939 0 730.4043 678.0422 459741.2 97.92 14730.32 

Residence 9939 0 2.94 1.219 1.486 1 4 

Marital Status 9939 0 0.71 0.454 0.206 0 1 

Dependents 9939 0 1.62 2.111 4.457 0 66 

CurrEmpAge 9939 0 126 108.447 11760.81 0 491 

IntRate 9939 0 24.6971 1.87276 3.507 17.74 35.35 

Loan Amount 9939 0 6728.523 5623.112 31620000 800 60000 

Tenor 9939 0 42.71 8.846 78.252 6 92 
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 From the table 4.3 it is observed that average age of a customer who were granted loan is 

41 years. The average income of applicant is GHC 730. The average loan amount granted 

a customer is GHC 6729. During the period of consideration minimum amount of loan 

granted a customer was GHS 800 while the maximum was GHC 60000. The average 

interest charged was 24.7% .Average duration for a loan to mature was 42 months while 

the maximum number of months for loan duration is 92 months 

 

Table 4.4a gives the descriptive statistics for customers who performed well (non 

defaulted customers). The columns in table 4.4a are as explained for table 4.3 

 

Table 4.4a: Descriptive Statistics for non-defaulted applicants 

  
Valid 
Cases Missing Mean 

Std. 
Deviation Minimum Maximum 

Age 8597 0 41.26 8.969 21 60 

Sex 8597 0 0.13 0.34 0 1 

Net Income 8597 0 757.8517 686.35678 100.27 9747.34 

Residence 8597 0 2.91 1.228 1 4 

Marital Status 8597 0 0.72 0.447 0 1 

Dependents 8597 0 1.65 2.128 0 66 

CurrEmpAge 8597 0 130.3 107.911 0 491 

IntRate 8597 0 24.4366 1.40303 20.05 28.78 

Loan Amount 8597 0 6948.258 5784.48744 800 60000 

Tenor 8597 0 42.71 8.443 12 73 

 

The average of those who did not defaulted is 41 years with average net income of GHC 

757.85. Applicants number of months in their current employment on the average is 130 
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months for those who did not default. With regards to tenor (Loan duration) the average 

is 42 months. 

 

 

Table 4.4b below gives the descriptive statistics for customers who performed badly 

(defaulted customers). The columns in the table are as explained for table 4.3 

 

Table 4.4b: Descriptive Statistics for defaulted applicants 

Variable 
Valid  
cases Missing Mean 

Std. 
Deviation Minimum Maximum 

Age 1342 0 38.78 9.41 21.00 59.00 

Sex 1342 0 0.12 0.33 0.00 1.00 
Net 
Income 1342 0 554.57 592.96 97.92 14730.32 

Residence 1342 0 3.15 1.14 1.00 4.00 

Marital  Status 1342 0 0.61 0.49 0.00 1.00 

Dependents 1342 0 1.40 1.99 0.00 25.00 

CurrEmpAge 1342 0 98.48 107.87 2.00 487.00 

IntRate 1342 0 26.37 3.19 17.74 35.35 

Loan Amount 1342 0 5320.88 4189.27 800.00 35000.00 

Tenor 1342 0 42.72 11.09 6.00 92.00 
 

For the applicants who defaulted in loan payment, the average is 38. This is less than the 

average age of those who performed well in their loan repayment. This could mean 

younger applicants are more likely to default in their loan repayment. The average loan 

amount granted to defaulted applicant is GHC5320 as against GHC 6948 for non-

defaulted applicants.  

 

 



44 
 

Table 4.5 below gives the default rate among the categorical variables used. The 

variables are Sex, Marital Status, Residence, Loan Amount and income level.  Column 

two gives the how the variables are coded for analysis.  Columns three to six give the 

number not defaulted, number not defaulted, the total for each of the category and the 

default rate respectively  

Table 4.5: Default rate among, Sex, Marital Status Residence, Loan Amount and 

Income level. 

Varibles Variables 
Not 
Defaulted (0) 

Defaulted 
(1) Total 

% 
Defaulted 

Sex Male (0) 7450 1179 8629 14% 
Female(1) 1147 163 1310 12% 

Marital 
Status 

Married  (1) 6224 822 7046 12% 
Single (0) 2373 520 2893 18% 

Residence 

Owner (1) 1778 205 1983 10% 
Employment (2) 1581 165 1746 9% 
Parent (3) 888 193 1081 18% 
Rent (4) 4350 779 5129 15% 

Loan 
Amount 

 Less than 2000 (1)  1524 338 1862 18% 
 >2000 and < 5000 (2)  2849 510 3359 15% 
 >50000 and < 10000 (3)  2686 363 3049 12% 
 Greater than 10000  (4)  1538 131 1669 8% 

Income 
Level 

Less than or equal to 5000 (1) 3901 835 4736 18% 
> 500 and < 1000 (2) 2811 372 3183 12% 
> =1000 and <1500 (3) 1002 83 1085 8% 
> =1500 and < 2000 (3) 461 35 496 7% 
>=2000 (4) 422 17 439 4% 

 

From table 4.5. it can be seen that default rate high in male applicants as compared to 

female applicants. Default rate in male applicants is 14% while that of female applicants 

12%. On marital status, default rate for married applicant is 12% against 18% in single 

applicant showing high default rate among the single applicants 
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Among the residence category, default rate is high for applicants who stay with their 

parents with a rate of 18%, followed by those living in rented apartment. Those who live 

in accommodation provided by their employee have the least default rate of  9%.  

 

Default rate decreases as loan amount granted increases. Applicant who were granted 

loan amount of less than GHC 2000 have higher default rate of 18% while those who 

were granted amount greater than GHC 10,000 had lower default rate of 8%.  

 

The table shows that default rate decreases as income level increases. From the table 

those with income level of GHC 500 and below have higher default rate of 18% as 

against 4% for those with income level above GHC 2000. 

 

4.4. Computation procedure 

 
In analysing the data, SPSS version 16 was used. The data  was run on Intel(R) 

Celeron(R) CPU, 32 BG operating system, 1GB RAM, 2.13GHZ speed, with Window 

vista laptop computer. The data run successfully on the windows vista. 
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4.5 Results. 

 

In table 4.6 below, Column two with the heading “B” gives the coefficient of variables in 

the model. Column three with the heading “S.E” gives the standard error for the 

coefficient values. The column four with heading “wild” gives the wild test values of the 

coefficient values. Df is the degree of freedom for the wild test values.  The column 

“sig”, show how significant the variables are to the model. A value less than 0.05 shows 

the variable is highly significant. Column “Exp(B)” gives the odds of each variable. 

While column 95% CI for Exp(B) gives the upper and lower confidence interval for the 

odds. 
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The table show that Marital statues Current Employment Age, Interest Rate, tenor, 

income level and Loan amount shows highly significant to the model. 

 

 

Table 4.6. Default Probability Model 

 

  

B S.E. Wald Df Sig. Exp(B) 

95.0% C.I.for EXP(B) 

  Lower Upper 

Step 1a Age .005 .005 .849 1 .357 1.005 .994 1.016 

Sex(1) .019 .098 .038 1 .845 1.019 .841 1.235 

Residence   7.066 3 .070    

Residence(1) -.039 .119 .105 1 .746 .962 .761 1.216 

Residence(2) .181 .130 1.927 1 .165 1.198 .928 1.547 

Residence(3) .181 .094 3.699 1 .054 1.198 .997 1.441 

MaritalStatus(1) -.211 .081 6.770 1 .009 .810 .691 .949 

Dependents .008 .018 .198 1 .657 1.008 .974 1.043 

CurrEmpAge -.002 .000 18.747 1 .000 .998 .997 .999 

IntRate .550 .020 779.609 1 .000 1.733 1.668 1.801 

Tenor .038 .005 61.148 1 .000 1.038 1.029 1.048 

IncomeLevel   40.587 4 .000    

IncomeLevel(1) -.377 .098 14.622 1 .000 .686 .566 .832 

IncomeLevel(2) -.759 .169 20.216 1 .000 .468 .336 .652 

IncomeLevel(3) -1.061 .238 19.803 1 .000 .346 .217 .552 

IncomeLevel(4) -1.586 .304 27.293 1 .000 .205 .113 .371 

LoanRange   32.751 3 .000    

LoanRange(1) -.543 .096 31.789 1 .000 .581 .481 .702 

LoanRange(2) -.492 .133 13.629 1 .000 .612 .471 .794 

LoanRange(3) -.405 .192 4.443 1 .035 .667 .457 .972 

Constant -16.607 .612 736.925 1 .000 .000   

. 
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Table 4.7 below defines how significant variables are defined in the model. Column two 

define the significant variable in column one and column three gives the variable as in the 

model. Column four gives coefficient values in the model. 

 

Table 4.7. Variables Selected for the model 

 

From the table above, the loan default model Loan default model is  

 

 𝑃(𝑌 = 1|𝑥𝑖) = 1

1+𝑒−(𝛼+∑ 𝑋𝑖𝐵𝑖)
11
𝑖=1

  

Variable Definition  
Model 
Variable Co-efficient 

MaritalStatus(1) 1 if applicant is married and 0 otherwise X1 
-0.211 

CurrEmpAge Number of month the applicant has been in his current employment X2 
-0.002 

IntRate Interest Rate being charged the customer X3 
0.55 

Tenor Loan Duration in months X4 
0.038 

IncomeLevel(1) 1 if monthly net income is between 501 and 1000 and 0 otherwise X5 
-0.377 

IncomeLevel(2) 1 if monthly net income is between 1001 and 1500 and 0 otherwise X6 
-0.759 

IncomeLevel(3) 1 if monthly net income is between 1501 and 2000 and 0 otherwise X7 
-1.061 

IncomeLevel(4) 1 if monthly net income is greater than 2000 and 0 otherwise X8 
-1.586 

LoanRange(1) 
1 if amount granted the customer is between 2001 and 5000 and 0 
otherwise X9 

-0.543 

LoanRange(2) 
1 if amount granted the customer is between 5001 and 10000 and 0 
otherwise X10 

-0.492 

LoanRange(3) 1 if amount granted the customer is greater than 10000 X11 
-0.405 

Constant The Regression Constant   𝛼 -16.607 
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Where Bis are the co-efficient in column four of table 4.7 above. 

The model is presented as 

𝑃(𝑌 = 1|𝑥𝑖)

=
1

1 + 𝑒—(16.607−0.211𝑋1−0.002𝑋2+0.55𝑋3+0.038𝑋4−0.377𝑋5−0.759𝑋6−1.061𝑋7−1.586𝑋8−0.543𝑋9−0.492𝑋10−0.405𝑋11
 

 

Table 4.8 shows the chi square test result. Column two gives the chi square value with 

degree of freedom in column three and column four tells how significant the loan default 

model is. 

 

Table 4.8. Omnibus Tests of Model Coefficients 

  Chi-square df Sig. 

Step 1 Step 1380.597 12 .000 

Block 1380.597 12 .000 

Model 1380.597 12 .000 
 

Table 4.8 shows that the model is significant with a chi square value of 1380.597 and 12 

degree of freedom. 

 

Table 4.9 below shows the outcome of the test Hosmer and Lemeshow test to support the 

model. Column two gives the chi-square value with column three as the degree of 

freedom and column four gives the significant value. 
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The Hosmer and Lemeshow test support the model with a significant of 0.092 

 
 
 
Table 4.10 shows how the model was able to classify the cases of interest. In this case 

defaults and not default. Table 4.10a shows the classification without considering the 

independent variable. Table 4.10b shows how the model the cases of interest when the 

independent variables are considered.  

 
Table 4.10a  Block 0 Classification Table 
 

Observed 

Predicted 

 Default Status Percentage 

Correct  0 1 

Step 0 Default Status 0 8597 0 100.0 

1 1342 0 .0 

Overall Percentage   86.5 

 

 
Block 0 Classification table gives percentage accuracy of classification 86.5%. This 

means that without considering the independent variables, the model classified all 

characteristics with 86.5% accuracy.  

 

Table 4.9. Hosmer and Lemeshow Test 

Step Chi-square Df Sig. 

1 548.037 8 0.092 
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Table 4.10b. Block 1 Classification  Table 

 

Observed 

Predicted 

 
Default  

Status 

Percentage Correct  0 1 

Step 1 Default  

Status 

0 8588 9 99.9 

1 974 368 27.4 

Overall Percentage   90.1 

 
Table 4.10b shows how well the model can predict the default probability. It gives an 

overall Percentage Accuracy in Classification (PAC) of 90.1. The sensitivity of the model 

also gives � 368
9+368

� × 100 = 97.6% which means the model classified 97.6% correctly 

the characteristics of interest, in this case those who defaulted. The percentage specificity 

of the model is� 8588
974+8588

� × 100 = 89.8%. This also means that the model classified 

89.8% accurately those who did not default. 
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4.6. Predicting the Probability of default of an applicant: 

 

Consider a customer who applied for a loan with profile as shown in table 4.11 below 

 

Table4.11. Customer Profile 

Sex Male 
Net Income 1326 
Residential Statues Rent 
Marital Status Single 
Age 32Years 
Number of months in Current 
employment  31 
Loan Amount 10000 
Interest Rate 25.5 
Number of dependents 0 
Tenor 36 

 
Current interest rate of the bank is 25.5%, from the above data, the probability of default  

This information can be presented as follows for the purpose of the model 

 

 

 

 

 

 

 

 

 

 



53 
 

Table 4.12 below shows how the customer profile is converted to the variable of interest 

to be fitted in the default prediction model. 

Table 4.12. Model Illustration. 

 

From the above table the probability of default for the customer is calculated as follow 

𝑃(𝑌 = 1) =
1

1 + 𝑒
—(16.607−0.211(0)−0.002(31)+0.55(25.5)+0.038(36)−0.377(0)−0.759(1)−1.061(0)

−1.586(0)−0.543(0)−0.492(1)−0.405(0))

 

𝑃(𝑌 = 1) =
1

1 + 𝑒(16.607−0.062+14.025+1.368+0−0.759+0+0+0−0.492+0) 

⇒ 𝑃(𝑌 = 1) = 0.074 …………………………………………………….4.1 

This implies the customer has 7.4% probability of default. 

Variable Definition  
Model 
Variable 

Value of X in 
the model 

MaritalStatus(1) 1 if applicant is married and 0 otherwise X1 
0 

CurrEmpAge Number of month the applicant has been in his current employment X2 
31 

IntRate Interest Rate being charged the customer X3 
25.5 

Tenor Loan Duration in months X4 
36 

IncomeLevel(1) 1 if monthly net income is between 501 and 1000 and 0 otherwise X5 
0 

IncomeLevel(2) 1 if monthly net income is between 1001 and 1500 and 0 otherwise X6 
1 

IncomeLevel(3) 1 if monthly net income is between 1501 and 2000 and 0 otherwise X7 
0 

IncomeLevel(4) 1 if monthly net income is greater than 2000 and 0 otherwise X8 
0 

LoanRange(1) 
1 if amount granted the customer is between 2001 and 5000 and 0 
otherwise X9 

0 

LoanRange(2) 
1 if amount granted the customer is between 5001 and 10000 and 0 
otherwise X10 

1 

LoanRange(3) 1 if amount granted the customer is greater than 10000 X11 
0 

Constant The Regression Constant   𝛼 -16.607 
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CHAPTER FIVE 

 CONCLUSION AND RECOMMENDATIONS 

 
5.1 Conclusion 

Research objective one is to model loan default as a logistic regression problem. The 

model is represented as  

𝑃(𝑌 = 1|𝑥𝑖)

=
1

1 + 𝑒—(16.607−0.211𝑋1−0.002𝑋2+0.55𝑋3+0.038𝑋4−0.377𝑋5−0.759𝑋6−1.061𝑋7−1.586𝑋8−0.543𝑋9−0.492𝑋10−0.405𝑋11
 

Where 𝑥1,𝑥2,……………………..𝑥11, are defined as in table 4.8 

 

Research objective two is to predict the probability of default of a customer. for the 

customer whose profile is presented in table 4.12 the probability of default for customer 

is predicted as in equation 4.1 and the result is 7.4%. 

 

 Nine variables (characteristics) were found to be significant in predicting the default 

probability, these are Marital Status, Number of months the applicant has been in current 

employment, interest rate, tenure of loan, income level and loan amount. Variables like 

Age, Sex, dependents and residence did not show any significance in the model. 

 

From the research, single applicants are 1.24 times more likely to default then those who 

are married.  

 

In agreement with other literature, lower income earners are more likely to default 



55 
 

compared to higher income earners.  

 

Those who have been in their current employment for longer period are more likely to 

repay their loan. A unit increase in the number of months in current employment the 

probability of default reduces by 0.998 times. 

 

5.2 Recommendations 

Based on the study, the following recommendations are made: 

Banks and financial institutions should use the Internal Rate based in evaluating the 

credit risk of clients. 

Banks should use the Probability of Default (PD) model in access the credit worthiness of 

clients since it is more objective. 

It is recommended that for further research, the borrower’s financial commitment to other 

financial institutions must be taken into consideration when developing PD.  
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